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Abstract

Feynman integrals are vital to precision calculations in quantum field theory, and are known to have
a rich algebraic structure. In particular, the conjectured coaction principle postulates the existence
of a mathematical operation called a coaction which enables Feynman integrals to be decomposed
into pairs of simpler integrals. In recent years, one-loop Feynman integrals have been endowed with a
diagrammatic coaction, which maps a given Feynman graph into pairs of graphs and cut graphs in a
way that preserves the correspondence between graph and integral. We begin this report by providing
an overview of the diagrammatic coaction at one loop, and discussing several simple examples. We
then discuss other findings that support the coaction principle, based on the study of Feynman periods
and the method of graphical functions. This method allows complicated Feynman graphs and their
associated integrals to be built up recursively from simpler graphs. We conclude with a discussion of the
potential for extending the diagrammatic coaction to multi-loop Feynman integrals. In particular, we
perform a detailed study of the two-loop three-point ladder diagram, which has formed the main focus
of our efforts in this project. This includes a reduction of the ladder diagram to a linear combination
of master integrals, and the computation of several cuts of the ladder which are expected to appear
in its diagrammatic coaction.
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1
Introduction

Feynman integrals are the key components involved in precision calculations in quantum field theory.
In particular, they are crucial to the computation of scattering amplitudes, which enable predictions
to be made about the results of high-energy collider experiments. However, the evaluation of Feynman
integrals with multiple loops and multiple legs can be a major challenge. The search for more efficient
methods of computing such integrals is likely to be aided by gaining a greater understanding of their
algebraic structure.

In recent years, it has been conjectured that Feynman integrals obey a coaction principle [1], which
postulates the existence of a mathematical operation called a coaction which allows Feynman integrals
to be decomposed into linear combinations of pairs of integrals, where one member of each pair is itself
a Feynman integral. There is a large body of evidence in support of this principle. In particular, it has
been realised over the past two decades that a large number of Feynman integrals can be written in
terms of multiple polylogarithms (MPLs). MPLs form a class of functions that generalise the ordinary
logarithm and classical polylogarithms to several variables, and are endowed with a coaction. This
realisation has led to the development of new techniques which have allowed Feynman integrals to be
computed more efficiently.

However, for Feynman integrals with two or more loops, there are known to be cases which cannot
be expressed in terms of MPLs alone. It is therefore desirable to generalise the coaction on MPLs to
a coaction that acts on a larger class of functions. In recent years, a diagrammatic coaction has been
constructed for one-loop Feynman integrals [2, 3], based on the graphical data of the associated Feyn-
man diagram. This coaction involves the operations of cutting an edge, which corresponds to putting
a propagator on mass-shell, and pinching an edge, which corresponds to eliminating a propagator and
identifying the two vertices at its endpoints. In particular, the diagrammatic coaction maps a Feynman
graph to a linear combination of pairs of graphs in which a subset of the internal edges have been
cut or pinched. The cutting and pinching of the edges of the graph can be interpreted as operations
being performed on the integral, so that the diagrammatic coaction has a one-to-one correspondence
with a coaction on integrals. When acting on MPLs, the diagrammatic coaction reduces to the known
coaction on these functions [3].

In addition to its ability to generalise the coaction beyond MPLs, a notable advantage of the
diagrammatic approach is that diagrams impose physical consistency, which can help to constrain
the set of possible terms in the coaction. The diagrammatic coaction on one-loop Feynman integrals
with multiple legs is well understood [2, 3], but there are difficulties associated with extending it to
diagrams with multiple loops. The first steps towards a generalisation to Feynman integrals with more
than one loop were taken in [4].

Other evidence in support of the coaction principle has come from the study of Feynman periods,
which are Feynman integrals which depend only trivially on external kinematics and thus evaluate
to numbers, rather than functions. By including a minimal dependence on external kinematics, these
periods can be generalised to graphical functions, which are massless three-point Feynman integrals
parameterised to be functions on the complex plane. In [5], a set of transformation rules was defined
on graphical functions and related conformal four-point integrals. When an operation is performed on
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1. INTRODUCTION

a Feynman graph, such as adding an edge or appending an external vertex, these transformation rules
provide the corresponding analytic operation performed on the associated Feynman integral, allowing
the correspondence between graph and integral to be preserved. This allows complicated Feynman
graphs, and their corresponding integrals, to be built up by performing repeated transformations
on a simple base graph, enabling the recursive computation of Feynman periods in arbitrary even
dimensions. This method was used to compute a large number of Feynman periods in six-dimensional
ϕ3 theory up to seven loops in [5], and the results were observed to be compatible with the Feynman
period version of the coaction conjecture.

In this report, we perform a study of the coalgebra structure of Feynman integrals, focusing
particularly on the diagrammatic coaction. In Chapter 2, we review the diagrammatic coaction at
one loop as set forward in [2], while in Chapter 3, we turn to the study of graphical functions and
discuss their transformation rules as defined in [5], and we also discuss the family of generalised ladder
graphs. In Chapter 4, we move on to discuss the potential extension of the diagrammatic coaction to
two-loop Feynman graphs, focusing particularly on the two-loop three-point ladder diagram, which
formed the central object of study in this project. This chapter includes the reduction of the ladder
to a linear combination of master integrals, and the calculations of five of the relevant cut integrals.
There is also a discussion of the difficulties associated with the computation of the sixth cut integral,
and some potential methods for performing this calculation are suggested. Finally, in Chapter 5 we
present our conclusions and discuss how this work could be extended in future.

In order to discuss the algebraic structure of Feynman integrals, we must first develop the necessary
mathematical background. In the remainder of this chapter we introduce the class of functions known
as multiple polylogarithms, which frequently arise in the computation of Feynman integrals. We then
introduce the concepts of Hopf algebras and coactions, which will be essential for the discussion of the
diagrammatic coaction in later chapters. We conclude the chapter by introducing one-loop Feynman
integrals and cut Feynman integrals, and discussing some simple examples.

1.1 Multiple Polylogarithms

Multiple polylogarithms are a class of functions that generalise the classical polylogarithms to several
variables. Our interest in them here stems from the fact that they arise in the computation of a large
class of Feynman integrals, and moreover that they may be endowed with a coaction operation. In
this section, we define the integral and sum representations of the multiple polylogarithms and discuss
some of their properties, based on the treatment in [6, Chapter 8].

Integral Representation

We begin by defining the multiple polylogarithm G(z1, . . . , zn; y) for y, zi ∈ C where all zi are equal
to zero by

G(0, . . . , 0︸ ︷︷ ︸
n times

; y) =
1

n!
logn(y). (1.1)

If at least one zi is nonzero, then we recursively define

G(z1, z2, . . . , zn; y) =

∫ y

0

dt

t− z1
G(z2, . . . , zn; t). (1.2)

We say that G(z1, . . . , zn; y) has a trailing zero if zn = 0. For multiple polylogarithms without trailing
zeros, the recursive definition gives

G(z1, . . . , zn; y) =

∫ y

0

dt1
t1 − z1

∫ t1

0

dt2
t2 − z2

. . .

∫ tn−1

0

dtn
tn − zn

. (1.3)

Here, n is called the weight of the integral representation.
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COALGEBRA FOR FEYNMAN INTEGRALS

To make it easier to relate the integral representation of the multiple polylogarithms to the sum
representation introduced in the following section, we introduce the notation

Gm1...mk
(z1, . . . , zk; y) = G(0, . . . , 0︸ ︷︷ ︸

m1−1

, z1, . . . , zk−1, 0, . . . , 0︸ ︷︷ ︸
mk−1

, zk; y), (1.4)

where zj is assumed to be nonzero for j = 1, . . . , k.
Before completing the definition of the multiple polylogarithms by introducing their shuffle rela-

tions, we discuss an alternative representation of these functions as nested sums.

Sum Representation

The sum representation of the multiple polylogarithms is defined by

Lim1...mk
(x1, . . . , xk) =

∞∑
n1>n2>···>nk>0

xn1
1

nm1
1

. . .
xnk
k

nmk
k

. (1.5)

This is a nested sum, which can also be expressed as

Lim1...mk
(x1, . . . , xk) =

∞∑
n1=1

xn1
1

nm1
1

n1−1∑
n2=1

xn2
2

nm2
2

· · ·
nk−1−1∑
nk=1

xnk
k

nmk
k

, (1.6)

with the convention that
b∑

n=a

f(n) = 0 for b < a. (1.7)

The sum converges for

|x1x2 . . . xj | ≤ 1 for all j ∈ {1, . . . , k} and (m1, x1) ̸= (1, 1). (1.8)

We will always assume that the arguments xj satisfy (1.8). The number k is called the depth of the
sum representation, while the number m1+ · · ·+mk is called the weight of the multiple polylogarithm.

The integral and sum representations of the multiple polylogarithms are related according to

Lim1...mk
(x1, . . . , xk) = (−1)kGm1...mk

(
1

x1
,

1

x1x2
, . . . ,

1

x1x2 . . . xk
; 1

)
, (1.9)

and

Gm1...mk
(z1, . . . , zk; y) = (−1)k Lim1...mk

(
y

z1
,
z1
z2

, . . . ,
zk−1

zk

)
. (1.10)

The ordinary logarithm and classical polylogarithms are included as special cases of multiple
polylogarithms. The classical polylogarithms are defined by

Lim(x) =

∞∑
n=1

xn

nm
= −Gm

(
1

x
; 1

)
. (1.11)

The values of the multiple polylogarithms at x1 = · · · = xk = 1 are called the multiple zeta values,
and are denoted by

ζm1...mk
= Lim1...mk

(1, 1, . . . , 1) = (−1)kGm1...mk
(1, . . . , 1; 1). (1.12)

1.2 Hopf Algebras and Coactions

Hopf algebras are structures which have applications in numerous areas of physics, including particle
physics [6]. In this section, we give the definition of a Hopf algebra, and introduce the closely related
notion of a coaction. This operation allows certain functions that arise in Feynman integrals, including
multiple polylogarithms, to be decomposed into pairs of simpler functions [2].
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1. INTRODUCTION

Hopf Algebras

A bialgebra is a unital associative algebra H together with two maps

∆ : H → H ⊗H,

ε : H → Q,
(1.13)

called the coproduct and counit respectively, which satisfy the following properties:

1. The coproduct is coassociative:

(∆⊗ id)∆ = (id⊗∆)∆. (1.14)

2. ∆ and ε are algebra homomorphisms: for all a, b ∈ H,

∆(a · b) = ∆(a) ·∆(b),

ε(a · b) = ε(a) · ε(b).
(1.15)

3. The counit and coproduct are related by

(ε⊗ id)∆ = (id⊗ ε)∆ = id. (1.16)

A Hopf algebra is a bialgebra H together with an additional map S : H → H, called the antipode,
which satisfies

m(id⊗ S)∆ = m(S ⊗ id)∆ = ε,

S(a · b) = S(a) · S(b) ∀ a, b ∈ H,
(1.17)

where m denotes multiplication in H.
A comodule over H is a Q-vector space A together with a linear map

∆̃ : A → A⊗H, (1.18)

called a coaction, that satisfies (
id⊗ ∆̃

)
∆̃ =

(
∆̃⊗ id

)
∆̃,

(id⊗ ε)∆̃ = id.
(1.19)

The Coaction on Multiple Polylogarithms

We now discuss the relevance of Hopf algebras to the multiple polylogarithms, based on the discussion
in [2].

Let A denote the Q-vector space spanned by all multiple polylogarithms. This can be turned into
an algebra using the fact that iterated integrals form a shuffle algebra, with a shuffle product given by

G(z1, z2, . . . , zk; y) ·G(zk+1, . . . , zr; y) =
∑

shuffles σ

G(zσ(1), zσ(2) . . . zσ(r); y), (1.20)

where a permutation σ is said to be a shuffle of (1, . . . , k) and (k + 1, . . . , r) if in

(σ(1), σ(2), . . . , σ(r)) (1.21)

the relative order of 1, 2, . . . , k and of k + 1, . . . , r is preserved. The shuffle product preserves the
weight, meaning that the shuffle product of two multiple polylogarithms of weights n1 and n2 is a
linear combination of multiple polylogarithms of weight n1 + n2.

Moreover, the quotient space H = A/(iπA) is conjectured to form a Hopf algebra, and in particular
can be equipped with a coassociative coproduct ∆MPL which respects multiplication and the weight.
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COALGEBRA FOR FEYNMAN INTEGRALS

In practice, we are usually more interested in the full algebra A, where we retain all factors of iπ. We
can reintroduce iπ by considering the trivial comodule A = Q[iπ]⊗H, in which case the coproduct is
lifted to a coaction ∆MPL : A → A⊗H, which satisfies

∆MPL(iπ) = iπ ⊗ 1. (1.22)

As a result, the rightmost coaction component is only defined modulo iπ.
The operations of taking discontinuities and differentiation interact with the coaction according to

∆MPLDisc = (Disc⊗ id), (1.23)

∆MPL
∂

∂z
=

(
id⊗ ∂

∂z

)
; (1.24)

that is, the operation of taking discontinuities acts only on the leftmost component, while the operation
of taking derivatives acts only on the rightmost component.

For our purposes, the results of applying the coaction ∆MPL to the ordinary logarithm and the
classical polylogarithms will be of most interest:

∆MPL(log z) = 1⊗ log z + log z ⊗ 1, (1.25a)

∆MPL(Lin(z)) = 1⊗ Lin(z) +
n−1∑
k=0

1

k!
Lin−k(z)⊗ logk(z). (1.25b)

1.3 Feynman Integrals

In the notation of [2], the scalar one-loop n-point Feynman integrals are defined as

IDn
(
{pi · pj}; {m2

i }; ϵ
)
= eγEϵ

∫
dDk

iπD/2

n∏
j=1

1

(k − qj)
2 −m2

j + i0
, (1.26)

where γE = Γ′(1) is the Euler-Mascheroni constant, and where we work in dimensional regularisation
in D = d−2ϵ dimensions, where d is an even positive integer and ϵ is a formal variable. We denote the
loop momentum by k, while the external momenta are labelled by pi and satisfy the conservation of
momentum,

∑n
i=1 pi = 0. We define qj to be a linear combination of the external momenta such that

the momentum carried by the propagator labelled by j is k− qj . Thus qj can be obtained by imposing
momentum conservation at each vertex of the diagram corresponding to the integral IDn :

qj =
n∑

i=1

cjipi, cji ∈ {−1, 0, 1}. (1.27)

We define the loop momentum k to be the momentum carried by the propagator labelled by 1, so that
q1 = 0.

In [2], a convenient basis for all one-loop integrals was chosen to be

J̃n
(
{pi · pj}; {m2

i }; ϵ
)
= IDn

n

(
{pi · pj}; {m2

i }; ϵ
)
, (1.28)

where

Dn =

{
n− 2ϵ for n even,

n+ 1− 2ϵ for n odd.
(1.29)

Here, we note that the existence of dimensional shift identities means that instead of choosing master
integrals for a fixed dimension D, we may choose different basis integrals to be evaluated in different
dimensions. The integrals J̃n form a particularly convenient basis because they expected to be ex-
pressible in terms of multiple polylogarithms of uniform weight, up to an overall algebraic factor. This
indicates that all one-loop Feynman integrals can be expressed in terms of multiple polylogarithms
[2].
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1. INTRODUCTION

Examples of Feynman Integrals

To better illustrate the form of the basis integrals, we now discuss some simple examples of one-loop
Feynman diagrams and their corresponding integrals. The diagrams shown here follow the convention
that massive propagators are represented by bold lines, while massless propagators are represented by
normal lines.

The simplest example of a Feynman integral is the tadpole integral. This is a one-point integral,
so taking n = 1 in (1.29) we see that using our conventions this diagram should be evaulated in
D = 2− 2ϵ dimensions. The integral is given by

e = J̃1(m
2) = eγEϵ

∫
dDk

iπD/2

1

k2 −m2 + i0
. (1.30)

The next simplest case is the bubble integral. This is a two-point integral, so as in the case of
the tadpole we will evaluate it in D = 2 − 2ϵ dimensions. In the most general case where the two
propagators have masses m2

1 and m2
2, the integral is given by

e2

e1

= J̃2(p
2;m2

1,m
2
2) = eγEϵ

∫
dDk

iπD/2

1

(k2 −m2
1 + i0)((k − p)2 −m2

2 + i0)
. (1.31)

A third example which will be important in later chapters is that of the triangle diagram with
three external scales and three massless propagators. This is a three-point integral, so we will evaluate
it in D = 4− 2ϵ dimensions. The integral is given by

1

2

3e1

e2

e3 = J̃3(p
2
1, p

2
2, p

3
3) = eγEϵ

∫
dDk

iπD/2

1

(k2 + i0)((k − p1)2 + i0)((k − p1 − p2)2 + i0)
. (1.32)

In this diagram, the number labelling each external edge indicates the index of the external momentum
flowing through that edge.

1.4 Cut Feynman Integrals

We now introduce cut Feynman integrals, which play an important role in the diagrammatic coaction. A
cut integral CC J̃n is obtained by starting with a normal one-loop Feynman integral J̃n and designating
a subset C of propagators as cut. We call the remaining propagators uncut. Traditionally, the cut
integral is computed by replacing the cut propagators by Dirac delta functions according to

1

(k − qj)2 −m2
j + i0

→ −2πiδ((k − qj)
2 −m2

j ), (1.33)

and then evaluating the integral under these constraints; this essentially corresponds to forcing the
cut propagators on mass-shell.

It is important to note that cut Feynman integrals do not only appear in the formulation of
the diagrammatic coaction. In fact, the concept of cut integrals originates from the cutting rules
of Cutkosky [7]. The appearance of cut integrals in many different areas of study pertaining to the
analytic structure of Feynman integrals stems from the fact that Feynman integrals are multi-valued
functions, and cut integrals are related to the discontinuities of the original integral across its branch
cuts [8]. In recent years, cut integrals have played a role in the study of integration-by-parts identities
[9] and differential equations [10] satisfied by Feynman integrals.

However, the prescription (1.33) is not completely sufficient when studying the analytic structure
of Feynman integrals, and a more precise definition of cuts is necessary. Such a definition was given for
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COALGEBRA FOR FEYNMAN INTEGRALS

one-loop cut integrals in [8], where they were defined as residues integrated over a well-defined contour
in dimensional regularisation. To fully state this definition, we must introduce two determinants which
can be applied to a subset of propagators C ⊆ [n] = {1, . . . , n}. The first is the Gram determinant,

GramC = det((qi − q∗) · (qj − q∗))i,j∈C\∗, (1.34)

where ∗ denotes any particular element of C. The second is the modified Cayley determinant,

YC = det

(
1

2
(−(qi − qj)

2 +m2
i +m2

j )

)
i,j∈C

. (1.35)

These can be used to classify the singularities of Feynman integrals into two types. A singularity
of the first type corresponds to a kinematic configuration where GramC vanishes for a subset C of
propagators. To such a singularity we associate a cut integral CC J̃n, where the integration contour is
deformed so as to encircle the poles of the propagators in C. When this integral is evaluated in terms
of residues, one obtains

CC J̃n =
(2πi)⌊nC/2⌋eγEϵ

(2i)nC
√
YC

(
− YC
GramC

)(Dn−nC)/2 ∫ dΩDn−nC

iπDn/2

∏
j ̸=C

1

(k − qj)2 −m2
j


C

mod iπ, (1.36)

where nC = |C| is the number of cut propagators, [·]C indicates that the function inside the sqaure
brackets is evaluated on the zero locus of the inverse cut propagators, and we assume Minkowski
kinematics. Although this cut integral is only defined modulo iπ, this will not impose a restriction on
the computations relevant to the diagrammatic coaction because the second entry in the coaction is
also defined modulo iπ, as was discussed above.

A singularity of the second type corresponds to a configuration where YC vanishes for a subset C
of propagators. To such a singularity we associate the cut integral C∞C J̃n, where, as well as encircling
the poles of propagators in C, the contour now also winds around the branch point at infinite loop
momentum. It was shown in [8] that a cut integral associated to a singularity of the second type can be
written as a linear combination of cut integrals associated to singularities of the first type as follows:

• For nC even,

C∞C J̃n =
∑

i∈[n]\C

CCi J̃n +
∑

i,j∈[n]\C
i<j

CCij J̃n mod iπ. (1.37a)

• For nC odd,

C∞C J̃n = −2CC J̃n −
∑

i∈[n]\C

CCi J̃n mod iπ. (1.37b)

In the case where C = ∅, it can be shown that C∞J̃n = −ϵJ̃n [2]. Combining this fact with the two
relations above, we obtain the identity∑

i∈[n]

CCi J̃n +
∑

i,j∈[n]
i<j

CCij J̃n = −ϵJ̃n mod iπ. (1.38)

This provides a relation between the single and double cuts of an integral, and will play an important
role in the cancellation of poles in the diagrammatic coaction.

The basis J̃n of one-loop integrals can be lifted to a basis CC J̃n of one-loop cut integrals, and
(1.37a) and (1.37b) imply that the basis can be chosen to contain only cut integrals associated with
singularities of the first type.
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It is often convenient to normalise each basis integral J̃n to its maximal cut in integer dimensions
jn, which is defined by

jn ≡ lim
ϵ→0

C[n]J̃n =

{
21−n/2in/2Y

−1/2
[n] , for n even,

2(1−n)/2i(n−1)/2Gram
−1/2
[n] , for n odd.

(1.39)

Choosing this normalisation gives us the basis integrals

Jn = J̃n/jn. (1.40)

These are pure functions, meaning that the coefficients in their Laurent expansion in ϵ do not contain
rational or algebraic functions of the external kinematic variables [11].

For future reference, we note that a one-loop cut integral with a single cut vanishes if the cut
propagator is massless [8].

Examples of Maximal Cuts in Integer Dimensions

To illustrate some of the ideas just discussed, we will now compute the maximal cuts in integer
dimensions of our three simple examples of Feynman integrals, by computing their maximal Gram
determinants GramC or maximal modified Cayley determinants YC .

Tadpole Integral: In this simplest case, the maximal Gram determinant is

Gram[1] = 1, (1.41)

so that according to (1.39), the maximal cut of the tadpole in two dimensions is simply

j1 = Gram
−1/2
[1] = 1. (1.42)

Bubble Integral: For the bubble integral with two massive propagators, it is convenient to introduce
two variables w and w̄, defined such that

ww̄ =
m2

1

p2
, (1− w)(1− w̄) =

m2
2

p2
. (1.43)

Then the maximal modified Cayley determinant can be expressed as

Y[2] =

∣∣∣∣ m2
1

1
2(−p2 +m2

1 +m2
2)

1
2(−p2 +m2

1 +m2
2) m2

2

∣∣∣∣ = −1

4
(p2)2(w − w̄)2, (1.44)

so that the maximal cut of the bubble in two dimensions is

j2 = iY
−1/2
[2] = − 2

p2(w − w̄)
. (1.45)

Triangle Integral: For the triangle integral with three external scales p21, p
2
2, p

3
3 and three massless

propagators, we introduce the variables z and z̄ such that

zz̄ =
p22
p21

, (1− z)(1− z̄) =
p23
p21

. (1.46)

In terms of these variables, the maximal Gram determinant is

Gram[3] =

∣∣∣∣ p22 p2 · p3
p2 · p3 p23

∣∣∣∣ = p22p
2
3 −

1

4
(p21 − p22 − p23)

2 = −1

4
(p21)

2(z − z̄)2, (1.47)

and the maximal cut of the triangle in four dimensions is

j3 =
i

2
Gram

−1/2
[3] = − 1

p21(z − z̄)
. (1.48)
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2
The Diagrammatic Coaction at One Loop

The diagrammatic coaction is an operation that allows Feynman graphs to be decomposed into linear
combinations of pairs of simpler graphs. It was first devised for one-loop graphs in [2, 3], and more
recently steps have been taken to extend it to higher-loop graphs [4].

The utility of the diagrammatic coaction stems from the correspondence between Feynman graphs
and Feynman integrals. In particular, the diagrammatic coaction has a one-to-one correspondence with
a coaction on integrals. When acting on multiple polylogarithms, the diagrammatic coaction reduces
to the known coaction on these functions [3].

In this chapter, we discuss the diagrammatic coaction at one loop, following the examples given
in [2]. We will focus on the interpretation of Feynman integrals as Laurent expansions in the dimen-
sional regulator ϵ, and the discussion will be centred on the local coaction which acts on the expansion
coefficients. It should be noted that Feynman integrals can alternatively be interpreted as hypergeo-
metric functions, and that there is a corresponding global coaction which acts on these functions [12].
However, we focus only on the local coaction in the following discussion.

2.1 The Diagrammatic Coaction

In order to discuss the diagrammatic coaction, we must first discuss the two main graphical operations
that are involved. The first of these is the operations of cutting an edge, which has already been
discussed briefly in the introduction, and corresponds to putting a propagator on mass-shell. The
second operation is pinching an edge, which corresponds to eliminating a propagator and identifying
the two vertices at its endpoints.

At one loop, the diagrammatic coaction is determined in terms of these operations by a simple
rule first presented in [2], which may be stated as follows.

Rule for the Diagrammatic Coaction at One Loop

The second entries in the coaction run over cut integrals with the same propagators as the original
integral, cutting all possible nonempty subsets of propagators. The form of each first entry depends on
the parity of the number of cut edges in the corresponding second entry, and is determined as follows:

• if the number of cut edges is odd, then the first entry is the graph obtained by pinching the
uncut edges;

• if the number of cut edges is even, then the first entry is the graph obtained by pinching the
uncut edges, plus one-half times the sum of all graphs obtained by pinching an additional edge.

In the case of an odd number of cut propagators, the addition of one-half times the sum of all
graphs obtained by pinching an additional edge may seem like an unjustified step. In fact, it is based
on an understanding of the structure of singularities of one-loop Feynman integrals, and in particular
is necessary to take into account the singularity at infinity [2].

14



2. THE DIAGRAMMATIC COACTION AT ONE LOOP

2.2 Examples

In this section, we show that the rule given above for the diagrammatic coaction indeed reproduces
the coaction on some simple examples of one-loop Feynman integrals, closely following the exposition
in [2].

2.2.1 The Tadpole Integral

We begin with the simplest case of the tadpole integral in D = 2 − 2ϵ dimensions. This integral is
given by

J̃1(m
2) = eγEϵ

∫
dDk

iπD/2

1

k2 −m2 + i0
= −eγEϵΓ(1 + ϵ)(m2)−ϵ

ϵ
, (2.1)

while its only cut is given by

CeJ̃1(m2) =
eγEϵ

(
−m2

)−ϵ

Γ(1− ϵ)
. (2.2)

Since j1 = 1, these integrals are equivalent to their normalised forms J1 and CeJ1. To compute the
coaction on J1, we use the fact that ∆(a · b) = ∆(a) ·∆(b), so that we can separately find the coaction

on different factors in the expression. Firstly, to compute the coaction on
(
m2
)−ϵ

, we expand this
factor in ϵ as follows: (

m2
)−ϵ

= e−ϵ log(m2) =
∞∑
k=0

(−ϵ)k

k
logk(m2). (2.3)

We can now use the linearity of the coaction and formula (1.25a) for the coaction on the ordinary
logarithm to obtain [12]

∆MPL

[(
m2
)−ϵ
]
=

∞∑
k=0

(−ϵ)k

k
∆MPL(log

k(m2)) =
∞∑
k=0

(−ϵ)k

k

k∑
l=0

(
k

l

)
logl(m2)⊗ logk−l(m2)

=
∞∑

k,l=0

(−ϵ)k+l

k!l!
logl(m2)⊗ logk(m2) =

(
m2
)−ϵ ⊗

(
m2
)−ϵ

. (2.4)

We note that this can be expressed as
(
m2
)−ϵ ⊗

(
−m2

)−ϵ
, since the rightmost component of the

coaction is only defined modulo iπ, and(
−m2

)−ϵ
=
(
m2
)−ϵ
(
1− iπϵ+

1

2
(iπ)2ϵ+O(ϵ3)

)
=
(
m2
)−ϵ

mod iπ. (2.5)

We now turn to the factor eγEϵΓ(1 + ϵ). We will make use of the identity

eγEϵΓ(1 + ϵ) = exp

( ∞∑
k=2

(−ϵ)k

k
ζk

)
=

∞∑
l=0

1

l!

( ∞∑
k=2

(−ϵ)k

k
ζk

)l

, (2.6)

which enables us to compute the coaction as follows:

∆MPL(e
γEϵΓ(1 + ϵ)) =

∞∑
l=0

1

l!

( ∞∑
k=2

(−ϵ)k

k
∆MPL(ζk)

)l

=

∞∑
l=0

1

l!

( ∞∑
k=2

(−ϵ)k

k
(ζk ⊗ 1 + 1⊗ ζk)

)l

=

∞∑
l=0

1

l!

l∑
m=0

(
l

m

)( ∞∑
k=2

(−ϵ)k

k
ζk ⊗ 1

)m
1⊗

∞∑
j=2

(−ϵ)j

j
ζj

l−m

=

∞∑
l,m=0

1

l!m!

( ∞∑
k=2

(−ϵ)k

k
ζk

)m

⊗

 ∞∑
j=2

(−ϵ)j

j
ζj

l

= eγEϵΓ(1 + ϵ)⊗ eγEϵΓ(1 + ϵ) = eγEϵΓ(1 + ϵ)⊗ eγEϵ

Γ(1− ϵ)
, (2.7)
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COALGEBRA FOR FEYNMAN INTEGRALS

where in the final step, we have rewritten the rightmost component using the identity

Γ(1− ϵ)Γ(1 + ϵ) =
πϵ

sin(πϵ)
= 1 mod iπ. (2.8)

We hence see that

∆MPL

[
J1
(
m2
)]

= J1
(
m2
)
⊗ CeJ1

(
m2
)
, (2.9)

or in graph form,

∆MPL

[
e

]
= e ⊗ e , (2.10)

where the dashed red line represents a cut propagator. This agrees with the rule for the diagrammatic
coaction stated in Section 2.1.

To check that this formula is consistent with the discontinuity criterion (1.23), we compute

discm2(m2)−ϵ =
1

2πi
lim
η→0

[
(m2 + iη)−ϵ − (m2 − iη)−ϵ

]
=

1

2πi

∞∑
k=0

(−ϵ)k

k!
lim
η→0

[
logk(m2 + iη)− logk(m2 − iη)

]
= θ(−m2)

1

2πi

∞∑
k=0

(−ϵ)k

k!

[
logk(−m2)−

(
log(−m2) + 2πi

)k]
= θ(−m2)

∞∑
k=0

(−1)
(−ϵ)k

k!
k logk−1(−m2) mod iπ

= θ(−m2)ϵ(−m2)−ϵ, (2.11)

which gives

discm2 J1(m
2) = θ(−m2)eγEϵΓ(1 + ϵ)(−m2)−ϵ = CeJ1(m2) mod iπ. (2.12)

Taking the coaction, we obtain

∆MPL

[
discm2 J1(m

2)
]
= θ(−m2)∆MPLCeJ1(m2)

= θ(−m2)CeJ1(m2)⊗ CeJ1(m2)

=
[
discm2 J1(m

2)
]
⊗ CeJ1(m2), (2.13)

which agrees with (1.23). One can similarly check that (2.10) is consistent with the differentiation
property of the coaction, (1.24).

2.2.2 The Massless Bubble Integral

We now move on to discuss the bubble integral J̃2(p
2) with two massless propagators in D = 2 − 2ϵ

dimensions, which has the form

J̃2(p
2) = −2cΓ

ϵ

(
−p2

)−1−ϵ
, cΓ =

eγEϵΓ2(1− ϵ)Γ(1 + ϵ)

Γ(1− 2ϵ)
. (2.14)

Since the propagators are massless, both single-propagator cuts of J̃2(p
2) vanish. However the two-

propagator cut is nonzero, and is given by

Ce1e2 J̃2(p2) = −2
eγEϵΓ(1− ϵ)

Γ(1− 2ϵ)
(p2)−1−ϵ. (2.15)
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2. THE DIAGRAMMATIC COACTION AT ONE LOOP

Normalising these expressions to the maximal cut j2 given in (1.45) (where w − w̄ = 1 for the case of
massless propagators), we obtain

J2(p
2) = −cΓ

ϵ
(−p2)−ϵ, Ce1e2J2(p2) =

eγEϵΓ(1− ϵ)

Γ(1− 2ϵ)
(p2)−ϵ. (2.16)

To compute the coaction on cΓ, it is convenient to factorise the expression as follows:

cΓ = {Γ(1− ϵ)Γ(1 + ϵ)}
{(

e−γEϵΓ(1− ϵ)
)} {(

e−2γEϵΓ(1− 2ϵ)
)−1
}
. (2.17)

For the first factor, we can use (2.8) to obtain

∆MPL[Γ(1− ϵ)Γ(1 + ϵ)] = Γ(1− ϵ)Γ(1 + ϵ)⊗ 1. (2.18)

For the second and third factors, we again make use of identity (2.6), and follow a similar procedure
to that used for the tadpole to obtain

∆MPL

[
e−γEϵΓ(1− ϵ)

]
=
(
e−γEϵΓ(1− ϵ)

)
⊗
(
e−γEϵΓ(1− ϵ)

)
,

∆MPL

[
1

e−2γEϵΓ(1− 2ϵ)

]
=

1

e−2γEϵΓ(1− 2ϵ)
⊗ 1

e−2γEϵΓ(1− 2ϵ)
.

(2.19)

This gives

∆MPL[cΓ] = cΓ ⊗ eγEϵΓ(1− ϵ)

Γ(1− 2ϵ)
, (2.20)

so that

∆MPL

[
J2(p

2)
]
= J2(p

2)⊗ Ce1e2J2(p2). (2.21)

In graph form, this is

∆MPL


e2

e1
 =

e2

e1

⊗
e1

e2

, (2.22)

which again agrees with the stated rule for the coaction.

2.2.3 The Triangle Integral with Three Massive Legs

The next example to be discussed is the triangle integral with massless internal propagators and three
external masses p2i for i ∈ {1, 2, 3}, in D = 4−2ϵ. Focusing only on the leading term in the ϵ expansion,
the integral and its normalised form are

J̃3(p
2
1, p

2
2, p

2
3) =

(−p21)
−1−ϵ

(z − z̄)
[T (z, z̄) +O(ϵ)]; J3(p

2
1, p

2
2, p

2
3) = T (z, z̄) +O(ϵ), (2.23)

where the pure function T (z, z̄) is given by

T (z, z̄) = −2Li2(z) + 2Li2(z̄)− log(zz̄) log

(
1− z

1− z̄

)
, (2.24)

and its dimensionless arguments z and z̄ are defined in (1.46). To compute the coaction on T (z, z̄),
we use the result (1.25b) for the case n = 2,

∆MPL[Li2(z)] = 1⊗ Li2(z) + Li2(z)⊗ 1− log(1− z)⊗ log z, (2.25)
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which gives

∆MPL[T (z, z̄)] = T (z, z̄)⊗ 1 + 1⊗ T (z, z̄) + log(zz̄)⊗ log
1− z̄

1− z

+ log[(1− z)(1− z̄)]⊗ log
z

z̄

= T (z, z̄)⊗ 1 + 1⊗ T (z, z̄) + log(−p22)⊗ log
1− z̄

1− z
+ log(−p23)⊗ log

z

z̄

+ log(−p21)⊗ log
z̄(1− z)

z(1− z̄)
. (2.26)

In the second line, we have rearranged terms to demonstrate that the formula satisfies the first-entry
condition, which states that in the case of massless propagators, the terms in the coaction can be
arranged so that all leftmost entries of weight one are logarithms of Mandelstam invariants [11].

We now want to show that this coaction can be written in terms of Feynman integrals and their
cuts. We start with the term T (z, z̄)⊗ 1, and use the results

1

2

3e1

e2

e3 = J3 = T (z, z̄) +O(ϵ),

1

2

3
e1

e2

e3
= Ce1e2e3J3 = 1 +O(ϵ).

(2.27)

We thus see that the term T (z, z̄)⊗ 1 can simply be expressed as

1

2

3e1

e2

e3 ⊗ 1

2

3
e1

e2

e3
= T (z, z̄)⊗ 1 +O(ϵ). (2.28)

We now turn to the terms in the coaction in which both entries are of weight one,

∆1,1[T (z, z̄)] = log(−p21)⊗ log
z̄(1− z)

z(1− z̄)
+ log(−p22)⊗ log

1− z̄

1− z
+ log(−p23)⊗ log

z

z̄
. (2.29)

Considering the results observed for the tadpole and bubble integrals, we expect that the logarithms
in the second entries are related to the discontinuities of the triangle in one of the external scales; that
is, we expect them to correspond to the two-propagator cuts of the triangle. Upon computing these
cuts one obtains Gaussian hypergeometric functions [2], which to leading order yield

1

2

3
e1

e2

e3 = Ce1e2J3 = log
z̄(1− z)

z(1− z̄)
+O(ϵ),

1

2

3e1

e2

e3
= Ce2e3J3 = log

1− z̄

1− z
+O(ϵ),

1

2

3
e1

e2

e3
= Ce1e3J3 = log

z

z̄
+O(ϵ).

(2.30)
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2. THE DIAGRAMMATIC COACTION AT ONE LOOP

We also expect that each logarithm that forms one of the first entries of (2.29) can be expressed as a
Feynman integral that has a discontinuity when the logarithms develop an imaginary part. One choice
for such an integral is a bubble integral, which has the expansion

1 1
= J2(p

2
1) = −1

ϵ
+ log(−p21) +O(ϵ). (2.31)

Focusing on the finite part of this integral, we see that (2.29) can be expressed as

∆MPL[T (z, z̄)] =
e1

e2
1 1

∣∣∣∣∣∣
ϵ0

⊗ 1

2

3
e1

e2

e3

∣∣∣∣∣∣∣
ϵ0

+
e2

e3
2 2

∣∣∣∣∣∣
ϵ0

⊗ 1

2

3e1

e2

e3

∣∣∣∣∣∣∣
ϵ0

+
e1

e3
3 3

∣∣∣∣∣∣
ϵ0

⊗ 1

2

3
e1

e2

e3

∣∣∣∣∣∣∣
ϵ0

,

(2.32)

where X|ϵk denotes the coefficient of ϵk in the Laurent expansion of X.
Finally, we must account for the poles of the bubble integrals and find an expression for the term

1 ⊗ T (z, z̄). We can achieve both of these aims using the identity (1.38) which relates a Feynman
integral to a sum of its cuts, recalling that all single-propagator cuts of massless propagators vanish:

1

2

3
e1

e2

e3

∣∣∣∣∣∣∣
ϵn

+
1

2

3e1

e2

e3

∣∣∣∣∣∣∣
ϵn

+
1

2

3
e1

e2

e3

∣∣∣∣∣∣∣
ϵn

= − 1

2

3e1

e2

e3

∣∣∣∣∣∣∣
ϵn−1

mod iπ. (2.33)

Setting n = 1 in this identity, we see that we can write

1⊗ T (z, z̄) =
e1

e2
1 1

∣∣∣∣∣∣
ϵ−1

⊗ 1

2

3
e1

e2

e3

∣∣∣∣∣∣∣
ϵ1

+
e2

e3
2 2

∣∣∣∣∣∣
ϵ−1

⊗ 1

2

3e1

e2

e3

∣∣∣∣∣∣∣
ϵ1

+
e1

e3
3 3

∣∣∣∣∣∣
ϵ−1

⊗ 1

2

3
e1

e2

e3

∣∣∣∣∣∣∣
ϵ1

.

(2.34)

We also observe that this additional term cancels the poles introduced by the bubble integrals (2.31).
Combining all of these results, we see that up to O(ϵ), we can write

∆MPL

[
J3(p

2
1, p

2
2, p

2
3)
]
= J2(p

2
1)⊗ Ce1e2J3(p21, p22, p23)

+ J2(p
2
2)⊗ Ce1e2J3(p21, p22, p23) + J2(p

2
3)⊗ Ce1e2J3(p21, p22, p23)

+ J3(p
2
1, p

2
2, p

2
3)⊗ Ce1e2e3J3(p21, p22, p23),

which can be expressed in terms of graphs as

∆MPL

 1

2

3e1

e2

e3

 =
e1

e2
1 1 ⊗ 1

2

3
e1

e2

e3 +
e2

e3
2 2 ⊗ 1

2

3e1

e2

e3

+
e1

e3
3 3 ⊗ 1

2

3
e1

e2

e3
+

1

2

3e1

e2

e3 ⊗ 1

2

3
e1

e2

e3
.

(2.35)

Again, this agrees with the stated rule for the diagrammatic coaction.
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2.2.4 The Bubble Integral with Massive Propagators

In all three of the examples considered above, the graphical form of the coaction exhibits the same
structure: the second entries run over cut integrals with the same propagators as the original integral,
while the first entries are obtained from the original integral by pinching the uncut propagators of
the corresponding right entry. However, this naive rule does not correctly reproduce the coaction on
all one-loop Feynman integrals, as we will now see. This finding demonstrates the necessity of the
additional pinched graphs included in the first entry when the number of cut edges is odd.

We consider the bubble integral whose propagators have masses m2
1 and m2

2. This integral is finite
in D = 2− 2ϵ dimensions, and to leading order is given by

J̃2(p
2;m2

1,m
2
2) =

1

p2(w − w̄)
log

(
w̄(1− w)

w(1− w̄)

)
+O(ϵ), (2.36)

where the variables w and w̄ are defined in (1.43). Normalising by j2 given in (1.45) to obtain J2, we
see that the coaction on this function is

∆MPL

[
J2(p

2;m2
1,m

2
2)
]
=

1

2

(
log

w(1− w̄)

w̄(1− w)
⊗ 1 + 1⊗ log

w(1− w̄)

w̄(1− w)

)
+O(ϵ). (2.37)

To analyse this coaction, we will need to use the ϵ-expansion of the massive tadpole diagram,

J1(m
2
i ) =

ei = −1

ϵ
+ log(m2

i ) +O(ϵ), (2.38)

for i = 1, 2. We will also use the expansions of the normalised cuts of the massive bubble diagram
(which are given to all orders in ϵ in terms of hypergeometric functions in [2]):

Ce1J2 =
e1

e2

= −1

2
+O(ϵ), Ce2J2 =

e1

e2

= −1

2
+O(ϵ),

Ce1e2J2 =
e1

e2

= 1 +O(ϵ).

(2.39)

According to the naive rule which was observed to hold in the previous examples, the graphical form
of the coaction (2.37) should be

e2

e1

⊗
e1

e2

+
e1 ⊗

e1

e2

+
e2 ⊗

e1

e2

=
1⊗ 1

ϵ
+O(ϵ0). (2.40)

However, this expression has a pole in ϵ, whereas the expression in (2.37) clearly does not, so our
simplistic expectation is not borne out in this case.

We claim, however, that the rule stated at the beginning of this chapter accurately reproduces the
coaction on the bubble integral with massive propagators. We thus need to include additional terms
in the first entries of the above formula, corresponding in each case to one-half times the sum of all
graphs obtained by pinching an extra edge. Applying this rule, we obtain

∆MPL


e2

e1
 =


e2

e1

+
1

2
e1 +

1

2
e2

⊗
e1

e2

+
e1 ⊗

e1

e2

+
e2 ⊗

e1

e2

.

(2.41)
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2. THE DIAGRAMMATIC COACTION AT ONE LOOP

Examining this expression in light of (2.38) and (2.39), we see that the additional terms cause the
pole in ϵ to cancel, and that we correctly reproduce the ϵ0 term. We thus observe that the corrections
made to the rule in the case of an odd number of cut propagators are indeed necessary to accurately
reproduce the coaction in this case.

2.3 The Diagrammatic Coaction at Multiple Loops

As discussed in this chapter, the diagrammatic coaction at one loop is well-understood. The logical next
step in the development of this field is the generalisation of the diagrammatic coaction to multi-loop
integrals, and the first steps towards such a generalisation were taken in [4].

The analysis of the multi-loop case is substantially more challenging than that of the one-loop case
for several reasons. One major difference in the multi-loop case is that there can be more than one
master integral with the same set of propagators. Another is that there may be multiple independent
contours that encircle the same set of poles, meaning that there may be several independent cuts
which share the same set of on-shell propagators [4].

In Chapter 4, we will consider the example of the two-loop three-point ladder and attempt to
find a diagrammatic representation of its coaction. This diagram is a member of the large class of
ladder Feynman diagrams, and in the following chapter we discuss how such ladder diagrams may be
constructed via the method of graphical functions.
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3
Feynman Periods and Graphical Functions

In order to test any conjectured coaction formula, it is necessary to obtain data on a large number
of Feynman integrals. Some of the simplest examples of such integrals are Feynman periods, which
are Feynman integrals which depend only trivially on external kinematics. By including a minimal
dependence on external kinematics, these periods can be generalised to graphical functions, which are
massless three-point Feynman integrals parameterised to be functions on the complex plane.

One of the most attractive features of graphical functions is their adherence to a set of simple
transformation rules. Many such rules were defined on graphical functions and related conformal four-
point integrals in [5]. When an operation is performed on a Feynman graph, such as adding an edge or
appending an external vertex, these transformation rules provide the corresponding analytic operation
performed on the associated Feynman integral, allowing the correspondence between graph and integral
to be preserved. This allows complicated Feynman graphs, and their corresponding integrals, to be built
up by performing repeated transformations on a simple base graph, enabling the recursive computation
of Feynman periods in arbitrary even dimensions. This provides an efficient method of collecting data
to test a putative coaction defined on Feynman integrals. It was observed in [5] that the data obtained
by this method for six-dimensional ϕ3 theory supports the Feynman period version of the coaction
conjecture.

In this chapter we introduce Feynman periods and graphical functions, and discuss some simple
examples of their transformation properties. We also discuss the family of generalised ladder diagrams,
and show how these are related to the momentum-space ladders via a conformal transformation.

3.1 Feynman Periods

Feynman periods are Feynman integrals which depend only trivially on external kinematics; equi-
valently, they are Feynman integrals of massless two-point functions. The computation of Feynman
periods is a necessary part of many calculations in perturbative quantum field theory, such as the
computation of renormalisation group functions in dimensional regularisation [13], and the evaluation
of Feynman integrals in kinematic limits via the expansion by regions method [14].

Feynman periods are members of the wider class of numerical periods, which is a family of real
numbers first defined by Kontsevich and Zagier [15]. They include all rational and algebraic numbers,
but only certain transcendental numbers, including π, log 2 and values of the Riemann ζ function
evaluated at integer arguments [5].

3.2 Graphical Functions

Feynman periods can be generalised by allowing a minimal dependence on external kinematics, giving
rise to the class of graphical functions. Graphical functions were first defined in [16], and the theory
of their transformation rules was further developed in [17].
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Graphical functions are obtained from specially parameterised Euclidean massless position-space
Feynman integrals associated with graphs with three external vertices. Consider such a graph G with
vertex set VG and edge set EG. Let the set of external vertices be denoted by Vext

G , and the set of
internal vertices by V int

G . The vertices are identified with vectors in D-dimensional Euclidean space; in
particular, we label the external vertices by {xa, xb, xc} ⊂ RD. Finally, let each edge e ∈ EG have an
associated weight νe. We then write the position-space three-point Feynman integral corresponding to
the graph G as

IG(xa, xb, xc) =

∫  ∏
v∈V int

G

dDyv

πD/2

∏
e={v,w}∈EG

1

∥yv − yw∥(D−2)νe

, (3.1)

where we integrate over RD for each internal vertex. The integrand is the product of the massless
position space propagators, where each propagator is a power of the Euclidean distance between the
two incident vertices of the associated edge. If the incident vertex w is external, then the variable yw
is identified with the respective external variable xa, xb or xc.

It is desirable to obtain an efficient parameterisation of the integral IG(xa, xb, xc) which resolves
its invariance under Poincaré invariance and scalings of xa, xb, xc. This can be achieved by identifying
the plane in RD spanned by the vectors xa, xb, xc with the complex plane C, where we associate xa
with 0 ∈ C, xb with 1 ∈ C, and xc with a free parameter z ∈ C. By identifying the standard metric
on C with the Euclidean metric on RD we obtain the identities

zz̄ =
∥xc − xa∥2

∥xa − xb∥2
, (1− z)(1− z̄) =

∥xc − xb∥2

∥xa − xb∥2
. (3.2)

The value of IG(xa, xb, xc) can only depend on z, up to a trivial factor. We can therefore define a
function fG : C → R which captures the nontrivial dependence of IG on the invariants,

fG(z) =
IG(xa, xb, xc)

(∥xa − xb∥2)−ωG
, (3.3)

where ωG is the position-space superficial degree of divergence of G, defined by

ωG =
D − 2

2

∑
e∈EG

νe −
D

2

∣∣V int
G

∣∣. (3.4)

The function fG is the graphical function associated with the graph G. For convenience, we usually
label the external vertices xa, xb, xc of G as 0, 1, z in correpsondence with the parameterisation chosen
for the corresponding integral. The correspondence between the graph G and the function fG(z) can
be represented as follows:

G =

1

z

0

fG(z), (3.5)

where we adopt the convention used in [5] whereby internal vertices are shown in black, external
vertices are shown in orange, and the shaded region represents an arbitrary configuration of edges and
internal vertices.

As mentioned above, a Feynman period is equivalent to a Euclidean position-space two-point
Feynman integral, up to a scale factor. Such an integral corresponds to a graph G with two external
vertices, and is the special case of (3.1) where there is no dependence on xc. This implies that the
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graphical function fG(z) defined in (3.3) is a constant; this constant is the position-space period PG.
Graphically, this correspondence can be represented as

G =

1

z

0

PG = fG(z). (3.6)

3.3 Transformation Rules for Graphical Functions

We now discuss some of the simplest transformation rules for graphical functions, closely following the
presentation in [5]. Throughout this section, we use the definition λ = D/2 − 1; in the most familiar
case of D = 4, this corresponds to λ = 1.

Adding edges between external vertices

Adding an edge of arbitrary weight between a pair of external vertices of a graph only changes the
graphical function by a factor:

G =

1

z

0

fG(z) = (zz̄)λν0z((1− z)(1− z̄))λν1zfG′(z)

G′ =

ν1z

ν0z

ν01

1

z

0

f ′
G(z) = (zz̄)−λν0z((1− z)(1− z̄))−λν1zfG(z).

(3.7)

Note that adding an edge between the external vertices 0 and 1 leaves the graphical function un-
changed.

Appending an external edge

The most important transformation rule involves appending an edge of weight 1 to the external vertex
z while creating a new internal vertex. This enables complicated graphs, and their corresponding
graphical functions, to be built up recursively from simpler cases. The associated transformation of
the graphical function is

G =

1

z

0

fG(z) = −Γ(λ)
1

(z − z̄)λ
∆λ−1(z − z̄)λfG′(z)

G′ =

1

z

0

f ′
G(z) = − 1

Γ(λ)

1

(z − z̄)λ
Iλ−1(z − z̄)λfG(z),

(3.8)
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where ∆λ−1 is the effective Laplacian on graphical functions,

∆λ−1 = ∂z∂z̄ +
λ(λ− 1)

(z − z̄)2
, (3.9)

and Iλ−1 is the integration operator that inverts the Laplacian, given by

Iλ−1 =
λ−1∑
k,l=0

cλ−1,k,l
1

(z − z̄)k

∫
sv
dz(z − z̄)k+l

∫
sv
dz̄

1

(z − z̄)l
, (3.10)

where the coefficients are defined by cn,k,l = (−1)n+k+l (n+k)!(n+l)!
(n−k)!(n−l)!(k+l)!k!l! , and the single-valued in-

tegration operators
∫
sv dz must be interpreted properly in a suitable function space, as discussed in

[17].

Internalising a vertex

A graphical function can be transformed into a Feynman period by integrating over the external vertex
z to make it internal. The corresponding transformation rule is

G =

1

z

0

fG(z)

G′ =

1

z

0

f ′
G(z) =

Γ(λ)

Γ(2λ)

∫
C

dz dz̄

2π

(
z − z̄

i

)2λ

fG(z).

(3.11)

Completion of graphical functions

It is now convenient to introduce a slightly modified graphical representation, known as the completion
of a Feynman graph. Completed graphical functions are conformal four-point integrals, and completion
makes manifest the conformal invariance of the underlying massless Feynman integral.

To complete a graph G, we perform the following steps:

1. Add a new external vertex ∞ to the graph,

2. Add an edge from ∞ to each internal vertex, with a weight such that the total sum of the
incident edge weights at the internal vertex is 2D/(D − 2),

3. Add an edge between ∞ and the external vertex z with a weight such that the incident edge
weight sum at z is zero,

4. Add edges between the three external vertices 0, 1 and ∞ such that the incident edge weight
sum at each external vertex is zero.

This procedure produces a unique completed graph G:

G =

1

z

0

G =
z

1

∞

0

=

z

1

∞

0

fG(z) = fG(z).

(3.12)
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Again adhering to the conventions of [5], we distinguish between completed and uncompleted graphs
by colouring the external vertices blue in the completed case. It should be emphasised that completion
is not a transformation of the graph, but merely a change in the graphical representation of the
corresponding function [17].

Permutation of external vertices

A conformal four-point integral depends only on the cross-ratio of the four external positions. This
means that the corresponding graphical function is invariant under double transpositions of the four
external vertices.

z

1

∞

0

∞

0

z

1

fG(z) fG(z)

1

z

0

∞

1

z

0

∞

fG(z) fG(z)

(3.13)

Permutations of the external vertices which are not double transpositions correpsond to Möbius
transformations of the argument of the graphical function.

z

0

∞

1

z

1

∞

0

z

1

0

∞

z

∞

1

0

fG(1− z)

fG(z)

fG

(
1

z

)
fG

(
z

z − 1

)

(3.14)

3.4 Ladder Graphs in Position Space

One of the main examples of the method of graphical functions discussed in [5] concerns a family of
graphs known as the generalised ladders. It is not immediately obvious how these diagrams are related
to the more familiar ladder Feynman diagrams in momentum space. In this section, we demonstrate
that in four dimensions, the generalised ladders are in fact the position-space representations of the
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3. FEYNMAN PERIODS AND GRAPHICAL FUNCTIONS

usual four-point momentum-space ladder diagrams, as shown in Figure 3.1, following the argument of
[18].

p0 + p p1 + p p2 + p pL + p pL+1 + p

pL+1pLp2p1p0

p1 − p0 p2 − p1 pL − pL−1 pL+1 − pL

Figure 3.1: The four-point ladder diagram with L loops in momentum space.

In four dimensions, this diagram corresponds to the momentum-space integral

DL(pL+1, p0, p) =

(
L∏

k=1

∫
d4pk

p2k(pk + p)2

)
L∏

m=0

1

(pm+1 − pm)2
. (3.15)

This can be related to the position-space generalised ladder integral considered in [5] by applying the
conformal transformation

pµ =
xµ

x2
, pµk =

(xk − x)µ

(xk − x)2
. (3.16)

Under this transformation, the metric for each xk transforms as

gαβ = ηµν
∂pµk
∂xαk

∂pνk

∂xβk
= ηµν

1

[(xk − x)2]2

(
δµα − 2

(xk − x)µ(xk − x)α

(xk − x)2

)(
δνβ − 2

(xk − x)ν(xk − x)β

(xk − x)2

)
=

ηαβ

[(xk − x)2]2
, (3.17)

where ηαβ is the usual Minkowski metric. Thus the transformed metric is related to the original metric
by an overall factor, so the transformation is indeed conformal.

We now want to find the transformed form of the integral (3.15). Firstly, we note that the volume
form transforms as

d4pk =
√

|g| d4xk =
d4xk

[(xk − x)2]4
, (3.18)

where g denotes the determinant of the metric gαβ. Next, we compute the transformed forms of the
remaining expressions,

(pm+1 − pm)2 = p2m+1 + p2m − 2pm+1 · pm

=
1

(xm+1 − x)2
+

1

(xm − x)2
− 2(xm+1 − x) · (xm − x)

(xm+1 − x)2(xm − x)2

=
(xm+1 − xm)2

(xm+1 − x)2(xm − x)2
, (3.19)

and

p2k(pk + p)2 =
1

(xk − x)2
(
p2k + p2 + 2pk · p

)
=

1

(xk − x)2

(
1

(xk − x)2
+

1

x2
+

2(xk − x) · x
x2(xk − x)2

)
=

x2k
x2[(xk − x)2]2

. (3.20)
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Combining these results, we see that the transformed form of (3.15) is

DL(pL+1, p0, p) =

(
L∏

k=1

∫
x2 d4xk

x2k[(xk − x)2]2

)
L∏

m=0

(xm+1 − x)2(xm − x)2

(xm+1 − xm)2

= x2L(x0 − x)2(xL+1 − x)2

(
L∏

k=1

∫
d4xk
x2k

)
L∏

m=0

1

(xm+1 − xm)2
. (3.21)

We thus obtain the relation

p2L+1p
2
0(p

2/π2)LDL(pL+1, p0, p) = PL(x0, xL+1), (3.22)

where we have defined the integral

PL(x0, xL+1) =

(
L∏

k=1

∫
d4xk
π2x2k

)
L∏

m=0

1

(xm+1 − xm)2
. (3.23)

Interpreting the transformed variables in position space, this integral corresponds to the diagram
shown in Figure 3.2, which is precisely the generalised ladder diagram considered in [5]. Physically,
this diagram corresponds to propagation from x0 to xL+1, with L interactions traced back to the origin
O [18].

O

x0 x1 x2 xk xL−1 xL xL+1

Figure 3.2: The four-point ladder diagram in position space.

We can also observe this relationship from a slightly different perspective. Figure 3.3 shows the
dual graph of the momentum-space four-point ladder diagram, which corresponds to the position-
space representation. Since each internal vertex of the dual graph has degree four, the corresponding
integral is conformally invariant. This means that no information is lost if the point P is sent to
infinity, whereupon we obtain the position-space graph shown in Figure 3.2 [19].

x0 xL+1

O

P

Figure 3.3: The position-space dual of the four-point ladder diagram.

By shrinking the final rung of the L-loop four-point ladder diagram to a point, we obtain the L-loop
three-point ladder diagram, which is shown in Figure 3.4. The corresponding integral in momentum
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space is

CL(p0, p) =

(
L∏

k=1

∫
d4pk

p2k(pk + p)2

)
L−1∏
m=0

1

(pm+1 − pm)2
, (3.24)

which is related to the position-space integral (3.23) according to

p20(p
2/π2)LCL(p0, p) = PL(x0, x). (3.25)

p

pL + p

pL−1 + p

pL
pL−1

pL − pL−1

p2 + p

p3 − p2

p2

p2 − p1

p1 + p

p1

p0 + p

p0

p1 − p0

Figure 3.4: The three-point ladder diagram with L loops in momentum space.

The ladder diagrams provide interesting test cases for the development of new diagrammatic co-
action formulae. In particular, the three-point ladder diagram with two loops will form a major focus
of the following chapter.
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4
The Diagrammatic Coaction

Beyond One Loop

As discussed in Chapter 2, the diagrammatic coaction of one-loop Feynman integrals as formulated
in [2, 3] is well understood. However, the diagrammatic coaction has not yet been fully generalised
to multi-loop Feynman integrals. In [4], the first steps towards such a generalisation were taken, and
diagrammatic coaction formulae were obtained for several two-loop examples, including the sunset
integral, the double-edged triangle, and the adjacent triangle diagram.

In this chapter, we consider a different example of a two-loop Feynman integral: the two-loop
three-point ladder. We compute the coaction on the relevant pure function in terms of multiple poly-
logarithms, and explore the possibility of finding a diagrammatic representation of this coaction. This
exploration includes the reduction of the ladder to a linear combination of master integrals, and the
computation of five of the relevant cuts of the ladder, two of which are found to vanish. We conclude
the chapter by discussing why the sixth cut integral is more challenging to evaluate, and suggest
several possible ways in which this calculation could be performed in future.

4.1 The Two-Loop Three-Point Ladder

The momentum-space Feynman diagram for the two-loop three-point ladder with massless propagators
and three external scales p21, p

2
2, p

2
3 is shown in Figure 4.1. There are several reasons for focusing on

this diagram in particular, including that it is finite in four dimensions, that it evaluates to a function
of multiple polylogarithms, and that it forms part of a large, well-studied family of three-point ladder
diagrams with an arbitrary number of loops, as we saw in the previous chapter.

p3

2

5 p1

1

4
p2

3 6

Figure 4.1: The two-loop three-point ladder diagram in momentum space.

In four dimensions, the Feynman integrals corresponding to three- and four-point ladder diagrams
with an arbitrary number of rungs were first evaluated in [20]. In the case we are considering, the
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integral in D = 4− 2ϵ dimensions evaluates to

TL(p
2
1, p

2
2, p

2
3) =

(
eγνEϵ

iπD/2

)2 ∫
dDk

∫
dDl

1

k2(k − p3)2(l − k)2l2(l − p3)2(k + p1)2

= i(p21)
−2 1

(1− z)(1− z̄)(z − z̄)
F (z, z̄) +O(ϵ), (4.1)

where we have defined the pure function

F (z, z̄) = 6[Li4(z)− Li4(z̄)]− 3 log(zz̄)[Li3(z)− Li3(z̄)] +
1

2
log2(zz̄)[Li2(z)− Li2(z̄)], (4.2)

with arguments z and z̄ defined in terms of the external momenta as in (1.46). To compute the
components of the coaction on this function, we use the formula (1.25) for the coaction on the classical
polylogarithms to obtain

∆1,3[F (z, z̄)] = log(zz̄)⊗
[
−3Li3(z) + 3Li3(z̄) + log(zz̄)

(
Li2(z)− Li2(z̄)

)]
+ log

(
(1− z)(1− z̄)

)
⊗ 1

2
log z log z̄ log

z

z̄
,

(4.3a)

∆2,2[F (z, z̄)] =
[
Li2(z)− Li2(z̄) + log(1− z) log(zz̄)

]
⊗ 1

2

[
log2 z − 2 log z log z̄

]
+
[
Li2(z)− Li2(z̄)− log(1− z̄) log(zz̄)

]
⊗ 1

2

[
log2 z̄ − 2 log z log z̄

]
+

1

2
log2(zz̄)⊗ [Li2(z)− Li2(z̄)],

(4.3b)

∆3,1[F (z, z̄)] =
[
3Li3(z) + 3Li3(z̄)− log(zz̄)

(
Li2(z)− Li2(z̄)

)]
⊗ log

z

z̄

− 1

2
log(zz̄)

[
2Li2(z) + log(1− z) log(zz̄)

]
⊗ log z

+
1

2
log(zz̄)

[
2Li2(z̄) + log(1− z̄) log(zz̄)

]
⊗ log z̄,

(4.3c)

in agreement with the results of [11].

To obtain a formula for the diagrammatic coaction of the two-loop three-point ladder, we would
need to find a way of expressing the above coaction in terms of Feynman integrals and cut Feynman
integrals. It is worthwhile to pause to consider the form that such a diagrammatic coaction is expected
to take. As discussed in [4], any diagrammatic coaction on an L-loop integral should be expressible in
terms of integrals with L loops. This indicates that the diagrammatic coaction of our ladder diagram
should have a representation in terms of two-loop integrals.

We also note that the two-loop three-point ladder is reducible, which means that it can be expressed
as a linear combination of integrals with fewer propagators. Based on the arguments in [4], we expect
that the ladder itself will not appear in the left entries of its diagrammatic coaction, and that its
maximal cut will vanish, while its non-maximal cuts will appear in the right entries.

Moreover, we saw in Chapter 3 that the L-loop three-point ladder diagram is dual conformally
invariant; that is, that the integral represented by the dual diagram is conformally invariant. In [2],
it was shown that the coaction on dual conformally invariant one-loop Feynman integrals can be
expressed entirely in terms of integrals which are themselves dual conformally invariant. It is therefore
of interest to consider whether this property continues to hold for the diagrammatic coaction on the
two-loop three-point ladder, and this could potentially serve as a guiding principle when attempting
to determine the terms in the coaction.
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4.2 Reduction to Master Integrals

We now wish to express the left entries of the above coaction components (4.3) in terms of the two-loop
master integrals of the original diagram, and the right entries in terms of cuts of the original diagram.
A logical step towards this goal is to reduce the ladder to a linear combination of master integrals via
integration-by-parts relations.

The topology of the two-loop three-point ladder diagram in D dimensions is defined by the set of
integrals of the form

I(ν1,ν2, ν3, ν4, ν5, ν6, ν7;D; p21, p
2
2, p

2
3)

=

(
eγEϵ

iπD/2

)2 ∫
dDk

∫
dDl

[(l + p1)
2]−ν7

[k2]ν1 [(k − p3)2]ν2 [(l − k)2]ν3 [l2]ν4 [(l − p3)2]ν5 [(k + p1)2]ν6
(4.4)

for integer νi with ν7 ≤ 0. Comparing this expression with (4.1), we see that the two-loop three-point
ladder diagram is given by I(1, 1, 1, 1, 1, 1, 0), where we suppress the final four arguments when the
dependence on the spacetime dimension D and the external momenta is obvious. The numerator with
exponent ν7 has been added to extend the set of propagators to a basis for the topology.

Using the Mathematica package FIRE [21], we obtain the following integration-by-parts reduction
formula for the two-loop three-point ladder diagram in D = 4− 2ϵ dimensions:

I(1, 1, 1, 1, 1, 1, 0) =
1

p23

(
1

ϵ
I(1, 1, 2, 0, 0, 1, 0)− 1

ϵ
I(0, 1, 2, 1, 0, 1, 0)− 1

ϵ
I(1, 0, 2, 0, 1, 1, 0)

−I(1, 1, 1, 1, 0, 1, 0)− I(1, 1, 1, 0, 1, 1, 0)− (1− 2ϵ)

ϵ
I(1, 1, 0, 1, 1, 1, 0)

)
.

(4.5)

This reduction formula expresses the original six-propagator ladder integral as a linear combination
of basis integrals with fewer propagators; these basis integrals are known as master integrals [6]. In
diagram form, this formula can be expressed as

p3

2
5

p1

1
4 p2

3 6 =
1

p23


1

ϵ p3

2

p1

1
p2

3 6 − 1

ϵ p2

4

p3

6
p1

3 2 − 1

ϵ p1

6

p2

5
p3

3 1

−

p1

3

1 4

2 6

p3 p2

−

p2

3

5 2

6 1

p1 p3

− (1− 2ϵ)

ϵ p3

5

p1

4
p2

6
2

1

,

(4.6)

where the dots denote squared propagators. We thus see that the ladder can be expressed in terms
of six master integrals: three double-edged triangles with squared propagators, two adjacent triangle
diagrams, and one product of a bubble with a triangle. We expect these master integrals to appear in
the first entries of the diagrammatic coaction, and their corresponding cut integrals to appear in the
second entries.

The leading-order coefficients of the Laurent series expansions of these master integrals in the di-
mensional regulator are well known in the literature. The double-edged triangle with squared propag-
ator is given to all orders in ϵ in terms of Appell F4 functions in [4]. The leading order result for
the adjacent triangle diagram can be found in [22]. Finally, the bubble-triangle product diagram is
trivially computed by taking the product of the functions corresponding to the bubble integral and
triangle integral, whose expansions can be found in [2].
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4.3 Computation of Cut Integrals

We now turn to the elements which are expected to form the second entries of the diagrammatic coac-
tion of the two-loop three-point ladder: the cuts of this diagram. Cuts of one-loop Feynman integrals
were discussed in Chapter 1, where we saw that they can be defined using either the Dirac delta func-
tion prescription (1.33), or the residue prescription (1.36). We must now consider the generalisation of
the operation of cutting propagators to the multi-loop case. There are several different notions of cuts
which appear in the literature, including unitarity cuts and generalised cuts; the various definitions
are reviewed in [23]. Here, we will compute the relevant cut integrals via the loop-by-loop approach,
as described in [4], where we impose the cut conditions using the delta function prescription (1.33).

The relevant cut diagrams may be determined by considering the master integrals found above
for the two-loop three-point ladder. For each master integral, we obtain a corresponding cut of the
ladder diagram, where the set of cut propagators is precisely the set of propagators which occur in
that master integral. Following this procedure for the six master integrals above, we obtain the cut
diagrams shown in Figure 4.2.

p3

2
5

p1

1
4

p2

3
6

(a) C1,2,4,5,6TL

p3

2
5

p1

1
4

p2

3 6

(b) C1,2,3,4,6TL

p3

2
5

p1

1
4

p2

3 6

(c) C1,2,3,5,6TL

p3

2
5

p1

1
4

p2

3 6

(d) C2,3,4,6TL

p3

2
5

p1

1
4

p2

3 6

(e) C1,3,5,6TL

p3

2
5

p1

1
4

p2

3 6

(f) C1,2,3,6TL

Figure 4.2: The cut integrals corresponding to the master integrals of the two-loop three-point ladder,
which are expected to appear in the right entries of the diagrammatic coaction.

These cut integrals are expected to appear in the second entries of the diagrammatic coaction of the
ladder, paired with first entries consisting of the corresponding master integrals. As the Laurent series
expansions of the master integrals in the dimensional regulator ϵ are already known, the remaining
task is to evaluate the series expansions of the cut integrals.

In the remainder of this section, we evaluate the first five cut integrals of Figure 4.2, and discuss
why the sixth integral is particularly challenging to compute. The calculations are performed using
a loop-by-loop approach, as described in [4]; this involves evaluating the two-loop integral by first
integrating over a one-loop subdiagram. We impose cuts of propagators using the delta function
prescription (1.33). For simplicity, we suppress factors of eγEϵ throughout.

4.3.1 Five-Propagator Cuts

Cut (a) We will start by considering the next-to-maximal cuts, beginning with the cut shown in
Figure 4.2a. Taking a loop-by-loop approach, we choose to integrate over the triangle subdiagram first.
We thus express the cut integral as

C1,2,4,5,6TL(p
2
1, p

2
2, p

2
3) = C4,5,6

∫
dDk

iπD/2

1

k2(k − p3)2(k + p1)2
C1,2

∫
dDl

iπD/2

1

l2(l − p3)2(k − l)2
. (4.7)
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Using the result for the two-propagator cut of the triangle integral with three external masses from
[2], we have

C1,2
∫

dDl

iπD/2

1

l2(l − p3)2(k − l)2
=

Γ(1− ϵ)

ϵΓ(1− 2ϵ)

(p23)
−ϵ

(k − p3)2 − p23
, (4.8)

which can be substituted into the full integral above to obtain

C1,2,4,5,6TL = −iπ−2+ϵ Γ(1− ϵ)

ϵΓ(1− 2ϵ)
(p23)

−ϵ

∫
d4−2ϵk

(−2πi)3δ(k2)δ((k − p3)
2)δ((k + p1)

2)

(k − p3)2 − p23
. (4.9)

To evaluate the remaining integral, we introduce the parameterisation

p1 =
√
p21(1,03−2ϵ), p3 =

√
p23(α,

√
α2 − 1,02−2ϵ), k = k0(1, β cos θ, β sin θ12−2ϵ), (4.10)

where 12−2ϵ ranges over unit vectors in the dimension transverse to the external momenta, and the
value of α is fixed by momentum conservation to be

α =
p22 − p21 − p23
2
√

p21
√
p23

. (4.11)

This parameterisation results in the integration measure∫
d4−2ϵk =

2π1−ϵ

Γ(1− ϵ)

∫ +∞

−∞
dk0 k

3−2ϵ
0

∫ ∞

0
dβ β2−2ϵ

∫ π

0
dθ sin1−2ϵ θ, (4.12)

and we also obtain k2 = k20(1− β2). Noting that β > 0 by definition, we have

δ(k2) = δ(k20(1− β2)) =
1

2βk20
δ(β − 1), (4.13)

so that the cut condition k2 = 0 is imposed by evaluating the residue at β = 1. The remaining cut
propagators can be expressed as

(k + p1)
2 = k20(1− β2) + p21 + 2k0

√
p21,

(k − p3)
2 = k20(1− β2) + p23 − 2k0

√
p23(α− β

√
α2 − 1 cos θ), (4.14)

so that, upon taking the residue at β = 1, the cut integral becomes

C1,2,4,5,6TL = − 8π2

ϵΓ(1− 2ϵ)
(p23)

−ϵ

∫ +∞

−∞
dk0 k

1−2ϵ
0

∫ π

0
dθ sin1−2ϵ θ

×
δ
(
p23 − 2k0

√
p23(α−

√
α2 − 1 cos θ)

)
δ
(
p21 + 2k0

√
p21

)
−2k0

√
p23(α−

√
α2 − 1 cos θ)

=
22+2ϵπ2

ϵΓ(1− 2ϵ)
(p23)

−ϵ(p21)
−1−ϵ

∫ π

0
dθ sin1−2ϵ θ

δ
(
p23 +

√
p21
√
p23(α−

√
α2 − 1 cos θ)

)
√

p21
√

p23(α−
√
α2 − 1 cos θ)

. (4.15)

We now perform the change of variables

cos θ = 2x− 1, x ∈ [0, 1], (4.16)

which gives the measure ∫ π

0
dθ sin1−2ϵ θ = 21−2ϵ

∫ 1

0
dxx−ϵ(1− x)−ϵ. (4.17)
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This allows us to use the remaining delta function to perform the final integral over x. Upon introducing
the variables z and z̄ defined by (1.46), this yields the result

C1,2,4,5,6TL = − 8π2

ϵΓ(1− 2ϵ)
(p23)

−1−ϵ(p21)
−1−ϵ

∫ 1

0
dxx−ϵ(1− x)−ϵ

δ
(
x+ (1−z)z̄

z−z̄

)
(z − z̄)(1− z + (z − z̄)x)

=
8π2

ϵΓ(1− 2ϵ)

(p21)
−2−2ϵ

(1− z)(1− z̄)(z − z̄)

(
(z − z̄)2

zz̄(1− z)2(1− z̄)2

)ϵ

. (4.18)

Clearly, the series expansion of this expression in ϵ can easily be computed in terms of logarithms to
arbitrary order.

Cut (b) We now move on to the cut diagram shown in Figure 4.2b. Again choosing to start with
the triangle subloop, we express the cut integral as

C1,2,3,4,6TL(p
2
1, p

2
2, p

2
3) = C5,6

∫
dDk

iπD/2

1

k2(k − p3)2(k + p1)2
C1,2,3

∫
dDl

iπD/2

1

l2(l − p3)2(k − l)2
. (4.19)

Using the result for the maximal cut of the three-mass triangle from [2], we obtain

C1,2,3

∫
dDl

iπD/2

1

l2(l − p3)2(k − l)2

= − (p23)
−ϵ

Γ(1− ϵ)

(
k2
)−ϵ(

(k − p3)
2
)−ϵ[

(k2 − p23)
2 − 2(k2 + p23)(k − p3)

2 + (k − p3)
2
]
. (4.20)

We immediately see that when we impose the cut condition on propagator 5 using the delta function
δ(k2), this expression will evaluate to zero, which implies that this cut diagram vanishes.

Cut (c) By the symmetry of this diagram and the previous one under the transformation p1 ↔ p2,
the cut integral C1,2,3,5,6TL shown in Figure 4.2c also vanishes.

4.3.2 Four-Propagator Cuts

Cut (d) The next case to be evaluated is the four-propagator cut shown in Figure 4.2d. We again
choose to integrate over the triangle subdiagram first, so we express the cut integral as

C2,3,4,6TL = C4,6
∫

dDk

iπD/2

1

k2(k − p3)2(k + p1)2
C1,3

∫
dDl

iπD/2

1

l2(l − p3)2(k − l)2
. (4.21)

Again using the result for the two-propagator cut of the triangle integral with three external masses
from [2], we have

C1,3
∫

dDl

iπD/2

1

l2(l − p3)2(k − l)2
= − Γ(1− ϵ)

ϵΓ(1− 2ϵ)

(
(k − p3)

2
)−ϵ

(k − p3)2 − p23
. (4.22)

Substituting this into the expression for the full cut integral, we obtain

C2,3,4,6TL = iπ−2+ϵ Γ(1− ϵ)

ϵΓ(1− 2ϵ)

∫
d4−2ϵk

(−2πi)2δ(k2)δ((k + p1)
2)

((k − p3)2)
1+ϵ((k − p3)2 − p23

) . (4.23)
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Introducing the parameterisation (4.10) and integrating over β as before, we obtain

C2,3,4,6TL =
4πi

ϵΓ(1− 2ϵ)

∫ +∞

−∞
dk0 k

1−2ϵ
0

∫ π

0
dθ sin1−2ϵ θ δ

(
p21 + 2

√
p21k0

)
×
(
p23 − 2k0

√
p23(α−

√
α2 − 1 cos θ)

)−1−ϵ(
−2k0

√
p23(α−

√
α2 − 1) cos θ

)−1

=
22ϵπi

ϵΓ(1− 2ϵ)
(p21)

−ϵ

∫ π

0
dθ sin1−2ϵ θ

(
p23 +

√
p21

√
p23(α−

√
α2 − 1 cos θ)

)−1−ϵ

×
(√

p21

√
p23(α−

√
α2 − 1 cos θ)

)−1

. (4.24)

As before, we now introduce the variable x defined by (4.16), and the variables z and z̄ defined by
(1.46). This yields the final result

C2,3,4,6TL =
2πi

ϵΓ(1− 2ϵ)
(p21)

−2−2ϵ((1− z)z̄)−1−ϵ(1− z)−1

×
∫ 1

0
dxx−ϵ(1− x)−ϵ

(
1 +

z − z̄

(1− z)z̄
x

)−1−ϵ(
1 +

z − z̄

1− z
x

)−1

=
1− 2ϵ

ϵ

2πi

Γ2(1− ϵ)

(p21)
−2−2ϵ

(1− z)2+ϵz̄1+ϵ
F1

(
1− ϵ; 1 + ϵ, 1; 2− 2ϵ;− z − z̄

(1− z)z̄
,−z − z̄

1− z

)
, (4.25)

where we have expressed the result in terms of the Appell F1 function, which is a hypergeometric
series of two variables with the integral representation [6]

F1(α;β, β
′; γ;x, y) =

Γ(γ)

Γ(α)Γ(γ − α)

∫ 1

0
duuα−1(1− u)γ−α−1(1− ux)−β(1− uy)−β′

. (4.26)

This series expansion of the Appell F1 function may be performed using the Mathematica package
MultiHypExp [24], which is based on the algorithm described in [25].

Cut (e) The cut integral C2,3,5,6TL shown in Figure 4.2e can be obtained from the previous result
simply by interchanging p1 ↔ p2.

Cut (f) Finally, we turn to the cut integral C1,2,3,6TL, shown in Figure 4.2f, which we express as

C1,2,3,6TL = C6
∫

dDk

iπD/2

1

k2(k − p3)2(k + p1)2
C1,2,3

∫
dDl

iπD/2

1

l2(l − p3)2(k − l)2
. (4.27)

Again using the expression (4.20) for the maximal cut of the triangle subdiagram, we obtain

C1,2,3,6TL = −iπ−2+ϵ (p23)
−ϵ

Γ(1− ϵ)

∫
d4−2ϵk

−2πiδ
(
(k + p1)

2
)

(k2)1+ϵ[(k − p3)2]
1+ϵ

×
[
(k2 − p23)

2 − 2(k2 + p23)(k − p3)
2 + (k − p3)

4
]− 1

2
+ϵ
. (4.28)

We note that, unlike in our other cut integrals, the exponent of one of the propagators here has the
form a+ bϵ for non-integer a, which will ultimately make this integral substantially more challenging
to evaluate using our current method. Nevertheless, we will press on with our current approach until
the difficulty becomes manifest. To simplify the argument of the delta function, we first perform the
shift k → k − p1, which gives

C1,2,3,6TL = −2π−1+ϵ (p23)
−ϵ

Γ(1− ϵ)

∫
d4−2ϵk

δ
(
k2
)

[(k − p1)2]
1+ϵ[(k + p2)2]

1+ϵ

×
[
((k − p1)

2 − p23)
2 − 2((k − p1)

2 + p23)(k + p2)
2 + (k + p2)

4
]− 1

2
+ϵ
. (4.29)
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We now follow the same procedure as was used for the previous cut computations. We first introduce a
parameterisation very similar to (4.10), except that now we replace p3 with p2, as the integral currently
under consideration contains the quantity (k + p2)

2 instead of the quantity (k + p1)
2. We can then

perform the integral over β using the delta function, and introduce the variable x defined by (4.16).
This whole procedure ultimately leads to an integral of the form

C1,2,3,6TL ∼
∫

dk0 k
−2+ϵ
0

(
k0 −

√
p21
2

)−1−ϵ ∫ 1

0
dxx−ϵ(1− x)−ϵ

x+

(
2k0 −

√
p21z
)
z̄

2k0(z − z̄)

−1−ϵ

×

x−
2k0(1− z̄) +

√
p21(z + z̄ − 2)− 2

√
(1− z)(1− z̄)

(
p21 − 2k0

√
p21

)
2k0(z − z̄)


− 1

2
+ϵ

×

x−
2k0(1− z̄) +

√
p21(z + z̄ − 2) + 2

√
(1− z)(1− z̄)

(
p21 − 2k0

√
p21

)
2k0(z − z̄)


− 1

2
+ϵ

, (4.30)

where we have suppressed prefactors which are independent of x and k0. When faced with a complicated
integral such as this, the most pragmatic approach is usually to perform a series expansion of the
integrand in ϵ before integrating. When the factors in the integrand are raised to exponents of the
form a+ bϵ for integer a and b, it is possible to write the coefficients of the Laurent expansion as linear
combinations of multiple polylogarithms. The integration over the multiple polylogarithms may then
be performed using the Mathematica package PolyLogTools [26]. However, the half-integers which
appear in two of the exponents of this integrand mean that the Laurent coefficients cannot be directly
expressed in terms of multiple polylogarithms in this case, so a different method is required.

Another important difference exhibited by this cut integral when compared to the previous cases
considered here is that the cut conditions do not pick out a single value of k0 which yields a nonzero
result. The integration region over k0 is not determined by the cut conditions, and the integral (4.30)
may yield multiple independent cuts based on the choice of endpoints [4].

There are several approaches which could be explored in the attempt to evaluate this cut integral.
In fact, the difficulty encountered here involving the appearance of square roots when starting with
the maximal cut of a three-mass triangle was noted in [11], where the problem was circumvented by
integrating first over the box subloop of the ladder, rather than starting with the triangle subloop.
This is likely the most promising way to compute the integral while continuing to operate within
the framework of our current loop-by-loop approach. Failing this, it may be possible to rationalise
the square root via a well-chosen change of variables, in which case we could proceed to evaluate the
integral (4.30). An algorithmic approach to finding such changes of variables can be found in [27].

Alternatively, it may be better to change our approach more fundamentally for this case, and try
evaluating this cut integral via a different representation for Feynman integrals. In particular, the
Baikov representation may be well-suited to this computation, as the operation of cutting a subset of
propagators takes a particularly simple form in this representation [28], and may result in a simpler
integral which can be evaluated to the required order in ϵ. Otherwise, the Mellin-Barnes representation
could also be explored as another potential method of computing this cut; an overview of this technique
can be found in [6]. Finally, it might be useful to consider the method of computing Feynman integrals
via differential equations. The method of differential equations as applied to Feynman integrals is
described in [29], and it is possible to adapt this approach to the computation of cut Feynman integrals.
All of these options provide promising avenues for future exploration.
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5
Conclusions

In this project, we have performed a detailed study of the coalgebra structure of Feynman integrals.
Gaining a greater understanding of this structure is thought to be a promising route to the discovery
of more efficient computational techniques for the evaluation of Feynman integrals, which is often a
difficult task. Our particular focus has been the diagrammatic coaction of [2, 3], which realises the
coaction on Feynman integrals in terms of operations performed on the corresponding graphs.

The foundation of this field of study is the coaction conjecture of [1], and in the earlier chapters of
this report we discussed two different areas of research motivated by this principle. The first area was
based on the study of the diagrammatic coaction, of which the one-loop formulation was discussed in
some detail in Chapter 2. We saw that at one loop, the diagrammatic coaction is expressed as a linear
combination of tensor products of Feynman graphs, where the first entries are pinched graphs and the
second entries are cut graphs, and that there is a well-understood general rule for computing the dia-
grammatic coaction on any one-loop Feynman integral. The second approach considered here was the
method of graphical functions as set forth in [5]. Graphical functions are massless three-point Feynman
integrals parameterised to be functions on the complex plane, and one of their major advantages is
that they may be built up recursively from trivial base graphs using a set of transformation rules.
As discussed in Chapter 3, computations carried out using this method have provided more evidence
in support of the coaction conjecture. At the end of this chapter, we also introduced the families of
three- and four-point ladder diagrams, and discussed their properties of dual conformal invariance.

As we saw in Chapter 2, the diagrammatic coaction at one-loop is well-understood. However, it
has not yet been fully generalised to the multi-loop case, and the primary focus of this project was
an exploration of the diagrammatic coaction of the two-loop three-point ladder diagram. The main
results of this study were contained in Chapter 4. These included the reduction of the ladder diagram
to a linear combination of master integrals, of which there were found to be six: three double-edged
triangles, two adjacent triangle diagrams, and one bubble-triangle product diagram. The cut of the
ladder corresponding to each of these master integrals was determined. Two of these cuts were found to
vanish, and three of the others were computed to all orders in ϵ using the loop-by-loop approach of [4].
The final cut integral remains unevaluated, as the complexity of its structure presented a significant
challenge when using the loop-by-loop approach. The evaluation of this integral would be the obvious
next step in any future attempt to extend this work.

We conclude this report by considering possible avenues for extending the work presented here.
While progress was made towards gaining a greater understanding of the potential structure of the
diagrammatic coaction of the two-loop three-point ladder diagram, the precise form of this coaction
remains to be determined. The next step towards formulating such an expression for the coaction would
clearly be to evaluate the last remaining unevaluated cut integral. We observed here that the loop-by-
loop approach resulted in a highly complicated expression at an intermediate stage of the calculation
when the triangle subloop was integrated over first, and that the emergence of square roots meant
that we could not immediately apply computational tools developed for multiple polylogarithms.
The calculation may be simplified if one instead chooses to integrate first over the box subloop, and
this seems to be the most promising way in which the cut integral could be evaluated in future.
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Alternatively, it may prove fruitful to try evaluating the integral via other methods; in particular, the
Baikov formalism may provide a more tractable approach.

Once this integral has been evaluated, all of the components which are expected to appear in the
diagrammatic coaction will be known, and may be expressed as Laurent series in the dimensional
regulator. The task will then be to compare these expressions to the known coaction of the two-
loop three-point ladder in terms of multiple polylogarithms, with the aim of finding an arrangement
such that the first entries correspond to the master integrals of the ladder, while the second entries
correspond to the associated cut integrals. It may initially prove easier to consider the expressions for
each diagram on the level of the symbol, which is the maximal iteration of the coaction. While some
information will be lost by taking this approach, the expressions will be greatly simplified and this is
likely to facilitate the identification of possible forms that the full diagrammatic coaction may take.

Obtaining a diagrammatic representation of the coaction on the two-loop three-point ladder would
provide a new example of the diagrammatic coaction on a multi-loop Feynman integral, in addition
to those considered using the interpretation of the integrals in terms of hypergeometric functions in
[4]. Such an example would be interesting in light of the fact that the complete generalisation of the
diagrammatic coaction to the multi-loop case is yet to be determined.
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