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1 Introduction

Our modern understanding of the universe is derived from Einstein’s theory of general relativity, which describes
gravity as a geometric property of spacetime. The theory is underpinned Einstein’s field equations,

1
Rab - iRgab + Agab = 87rTab7

which relate the curvature of spacetime on the left-hand side, to the stress-energy-momentum of spacetime on
the right-hand side. In contrast to other physical theories, general relativity does not have a fixed background
on which a well-defined dynamical variable evolves, so we are required to construct the evolution of the metric
and of the spacetime on which the metric is defined at the same time. This makes Einstein’s equations extremely
difficult to solve.

This severe difficulty means that in order to make progress in our understanding of the theory, it is often
necessary to choose a fixed background spacetime and study the evolution of other dynamical variables on this
background. Some particularly simple examples of spacetimes that are solutions of Einstein’s equations are
the maximally symmetric spacetimes, of which there are three: Minkowski space has a vanishing cosmological
constant (A = 0), de Sitter space has a positive cosmological constant (A > 0), and anti-de Sitter space has
a negative cosmological constant (A < 0). Of course, we are particularly interested in spacetimes that share
similarities with the real universe we inhabit. As recent astronomical observations have indicated that the
cosmological constant of our universe is in fact positive, we therefore have a particular interest in studying de
Sitter space.

One area of great interest in general relativity is the study of metric scattering, which is the effect of curved
spacetime on the asymptotic behaviour of fields. Much of the work in this field has been enabled by the use of
the conformal method. This method is based on Roger Penrose’s discovery in the 1960s of a way of compactfying
certain spacetimes by performing a conformal transformation of the metric and attaching a boundary .# called
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null infinity [1, 2]. This enables us to study the behaviour of the field on .# using local differential geometry in
the conformally compactified spacetime, and then translate this into conditions on the asymptotic behaviour of
the field on the physical spacetime.

In this report, we study the asymptotic behaviour of a scalar field that obeys the linear conformal wave equation
on four-dimensional de Sitter space from several different angles. We begin by giving an overview of de Sitter
space and the conformal wave equation in Section 2. Once this necessary background has been introduced, we
present our main results in Section 3. We start by using the conformal method to investigate the existence of an
asymptotic decomposition of the scalar field into exponentially-decaying components. Following the approach
which was used to analyse the nonlinear Maxwell-scalar field system in [3], we derive the first three coefficients
in the asymptotic expansion for the simpler linear system. From the pattern observed, we make a conjecture for
the general form of an arbitrary coefficient in the expansion of the scalar field in the linear case. Further work
is needed to derive a similar expansion for the full nonlinear Maxwell-scalar field system.

We also study the same problem using a different approach, by developing the method from [4] involving
quasinormal modes — objects that describe the behaviour of fields that decay in time a via series expansion of
resonant terms. This method has some similarities to the conformal method, as it again uses a compactification
to enable the use of tools such as Taylor expansions at the cosmological horizon. However, it is a more direct
approach, and one that gives a full asymptotic expansion in a way that allows us to easily read of the quasinormal
modes and the corresponding mode solutions. We ultimately find in Section 4 that the expression obtained via
this method agrees with our conjecture for the coefficients of the asymptotic expansion of the scalar field obtained
via the conformal method.

2 Background

Before discussing the main results of this work, we introduce the necessary background, closely following [3, 5].
This includes a discussion of the conformal wave equation which governs the evolution of our scalar field, and
an introduction to de Sitter space and its conformally compactified counterpart. Finally, we discuss the energy
estimates which form the basis of our asymptotic expansion of the scalar field in the following chapter.

2.1 Conventions and Notation

We use the spacetime signature (+,—, —,—). The energy estimates are calculated on the Einstein cylinder
¢ =R x S? with metric ¢ = gr @ s3, where we write s,, for gsn, the metric on the n-sphere. We use V to denote
the Levi-Civita connecition of the full spacetime metric e or a general metric g, ¥ to denote the connection of
S? and O = V2V, to denote the corresponding d’Alembert wave operator. We use dv to denote the volume
form of the metric ¢ or g. We sometimes use the notation < to denote inequality up to a constant, ~ to denote
equality up to a constant and = to denote equality at ¢ = co. We will use Penrose’s sign convention for the
curvature tensors, so the Riemann tensor R°,, satisfies

[Va, Vy]X¢ = =R, X°.
Then the Ricci tensor and scalar curvature are defined as usual as

Ruy =R, R=R",.

2.2 The Conformal Wave Equation

We begin our discussion of the conformal wave equation by considering a generic spacetime (L, g), and studying
the Lagrangian

1 1
L=-V., ¢V~ —R¢*
5 VaVid — S RE",
where ¢ is a real scalar field on 4. The FEuler-Lagrange equation obtained from this Lagrangian is

O¢ + éR¢> = 0. (2.1)

Now consider the conformal transformation §.; = 22gas, and choose the scalar field to have weight —1 under
this transformation,

$=Q"'¢.
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Then the Lagrangian transforms as
~ ~ 1 ~ ~
L=0+ §Q4V“(¢28a log ),
where £ = %@aéﬁaé - LR(Z)Q, so that the action transforms as
~ 1 f s n2 —
S=5—-[ V% ¢p“9,logQ)dv.
2Ju

For compactly-supported scalar fields ¢ € C° (M), the second term vanishes upon integrating by parts, and
hence the action is invariant under the conformal transformation. It then follows that the equation (2.1) is also
invariant under the transformation; this equation is known as the conformal wave equation.

2.3 De Sitter Space

In this work we will be considering four-dimensional de Sitter space dS4. This is the maximally symmetric
solution to Einstein’s equations in vacuum with positive scalar curvature, and may be defined as the hyperboloid

described by
1

jz]? — x5 = a2
in (4 + 1)-dimensional Minkowski space

05 = dag — dla]” — |z[*s3

where |z| = \/2? + 23 + 23 + 3. We now introduce the coordinate o on dSy, defined such that
L sinh(Ha), o] =  cosh(Ha)
x9 = — sinh(Ha x| = — cosh(Ha
7 ’ 7]
This causes the metric 75 to descend to the metric g on dSy,
g=da

1
- e cosh?(Ha)ss. (2.2)

This metric is known as the closed slicing of de Sitter space, and provides a global coordinate system on dSg;
we will also refer to these coordinates simply as the global coordinates.

N

Figure 2.1: The closed slicing of de Sitter space.

«

Conformal Compactification of de Sitter Space

Four-dimensional de Sitter space may be conformally compactified by making the further change of coordinates
T Ha
tan (2 ) = tanh ( =2 ),
an( 5 an ( 5 )

1
e e P
HQCOS2T( T

whereupon the metric becomes

— 53)

@
I
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where 7 € (—7/2,7/2). We thus see that dS; may be conformally embedded in the Einstein cylinder (&, ¢),
V?g=dr® —s3 =e¢, (2.3)

with the conformal factor
Q = HcosT. (2.4)

gt wTZ—I—ﬂ'/Q

j‘\_/\TZ—ﬂ'/Q

Figure 2.2: Compactified de Sitter space embedded in the Einstein cylinder.

In contrast to the physical metric (2.2), the hypersurfaces {r = £7/2} are regular in this conformal scale. We
thus identify compactified de Sitter space dS; with the subset [—7/2,7m/2] x S of the Einstein cylinder & by
attaching to ((—m/2,7/2) x S?,¢) the boundary .# = {Q = 0} = {|7| = 7/2}. The boundary is therefore the
union of the spacelike hypersurfaces

SR G !

called future null infinity and past null infinity, respectively.
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Figure 2.3: Penrose diagram for de Sitter space.

If we write the three-sphere metric as 53 = d¢? + (sin? ¢)sy for ¢ € [0, 7] and take the quotient by the SO(3)
symmetry group of s9, we obtain the Penrose diagram for dSy4, as shown in Figure 2.3.

Static Coordinates
Another useful coordinate system on dS; may be constructed by defining

sin ¢ sin T
Hcost’ anh(H?)

orC (2.5)

for 7 € (—n/2,7/2) and ¢ € (0, 7). We note that these coordinates are only appropriate in region I of Figure 2.3,
where they define a timelike, future-pointing Killing vector field 9;. Otherwise, the coordinates become singular
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on the horizons r = 1/H, while 9, is spacelike in regions II and III, and past-pointing in region III. The flow of
the vector field 0; is represented by the arrows shown on the Penrose diagram in Figure 2.4.

In these coordinates, the dS; metric (2.2) takes the form
G =F(r)dt* — F(r)~'dr? — r’s,, (2.6)
where F(r) = 1 — H?r?, while the conformal factor is

— ! (2.7)

cosh(Ht) \/F,(r)

In region I, this metric is static: it has a timelike Killing vector d; which is orthogonal to the family of hy-
persurfaces described by ¢t = const. For this reason, these coordinates are known as the static coordinates on
dSy.

For future reference, we note that the inverse transformation to (2.5) may be written as

tan7 = F(r)"/? sinh(Ht), tan¢ = HrF(r)~'/? sech(Ht). (2:8)

t =400 T =00 t=—o00

Figure 2.4: Static coordinates on de Sitter space.

The Wave Equation on de Sitter Space

The scalar curvature of dSy is R = 12H?2, so that referring to (2.1), we see that the conformal wave equation
on dSy is o B
O¢ + 2H?¢ = 0. (2.9)
Under the rescaling R R
p=0"¢

the wave equation (2.9) becomes the conformal wave equation on the Einstein cylinder €,
06 + ¢ = 0. (2.10)

Initial data for (2.9) given by (¢, 9a®)|s = (b0, ¢1) on the Cauchy surface ¥ ~ {a = 0} x S? in fact also define
initial data (¢, 842))\2 = (¢, $1) for (2.10) on 3 ~ {7 = 0} x S?, since the Cauchy surface is a three-sphere in
both cases, and the conformal factor is simply a constant on this surface, Q|,—0 = H.

2.4 Sobolev Spaces

Before we move on to make energy estimates on de Sitter space, we must introduce the notion of a Sobolev
space, and state a particular case of the Sobolev embedding theorem which will be used in the following section.
The definitions in this section may be found in Chapter 2 of [6].

Let (ML, g) be a smooth Riemannian manifold of dimension n. For a real function ¢ belonging to C* (), with
k > 0 an integer, we define

|VE2 = (VY% . . V%@) (Ve Va, ... Va, @)
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For any real number p > 1, we denote by €% the vector space of C* functions ¢ such that |V'¢| € LP(Al) for
all 0 <1 < k. The Sobolev space WP () is defined to be the completion of € with respect to the norm

k
I@lhwes =Y 1IV'6ll,.
=0

We will only be working with Sobolev spaces with p = 2, which we denote by H* () := W*2(L).

The Sobolev Embedding Theorem

As a consequence of the Sobolev embedding theorem, found in Chapter 2 of [6], we have the following result: if
k >0, r > 0 are integers satisfying
(k—r)
n

1
>77
-2

then
H* (M) € C" (M),

and the identity operator is continuous (the embedding is compact), where C" is the space of functions ¢ of
finite ||@||cr == maxg<;<, sup |V!u| norm.
2.5 Energy Estimates
Energy Estimate on de Sitter Space
The stress-energy tensor for the conformal wave equation on € is

T S N e
Taw = va¢vb¢ - §eabvc¢v d’ + ieab(b )
which is symmetric and satisfies o L

VT = (6 + 6) V.

Thus the equation (2.10) implies that Ty is conserved, and hence implies the existence of a corresponding

COnSerVed current
Jp =TT o,

where Te = 9, is a timelike Killing vector field with respect to e. Since this current is conserved, we have
VlJ, = 0.

f+¥/\72+7r/2

j*\—/\T:—ﬂ/Q

Figure 2.5: Energy estimate on de Sitter space.

We now wish to integrate this conservation equation over the region of compactified de Sitter space bounded
by ¥ and .#T. Using the divergence theorem, we have

0:/ ng;:/ jbab@_/jbab@. (2.11)
DH(2) I+ by
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On the initial surface 3, we have
. — . L~ 1 . . eo 1/ .
/ Jbab adv = [ J7 dVi = [ TOO dVi = */A ((6-,—¢)2 + (WQ/))Q + ¢2> dVE = *(H(blHiz ) +
b b b 2 /s 2 ()

and similarly on £,
JP9y L dv =

where ¢ and (T'$)" are the restrictions of (]5 and (T'¢) = 0,¢ to .#+, respectively. Then by using (2.11), we
can make the energy estimate

)

a2 A2 R +112 2
H¢1||L2(fl) + |¢0 () — } (T'9) ||L2(ﬂ+) HHl(yﬂ' (2.12)
Higher Order Energy Estimate
We now claim that for all m > 0, we can make the higher-order energy estimate
,(2 ¢ Hm+1 Z) y+ (]4,) (213)

The proof proceeds by an induction argument. Recalling that H® = L2, we see that we have already proven
the statement for m = 0 in our basic energy estimate (2.12). For the case m = 1, we begin by considering the
conformal wave equation (2.10),

92— A+ ¢ =0. (2.14)
For sufficiently regular initial data, we can commute T = 8, into this equation to obtain
02(T9) — A(T9) +Té = 0.

This shows that 7' g% is itself a solution of the conformal wave equation (2.10), and hence we can apply our energy
estimate (2.12) to T'¢ to obtain

2 2
¢HL2(2) )~ (F+) (F+)" (2.15)

Referring again to (2.14), we see that 72¢ = (A — 1)¢, so that

= 1 = 10y = [ (14687 - 200+ 62) v
= /2(IW2¢3\2 +[Vol +$2) Avg = |03z s

where in the second line the second term has been integrated by parts. A similar result holds for the integral
on .t and upon substituting these results into (2.15), we obtain the claim for m = 1. The result for general
m > 0 can be proven in an analogous manner by commuting m powers of 7" into the conformal wave equation.

3 Results

3.1 Asymptotic Decomposition via the Conformal Method
Decay Estimate

Invoking the Sobolev embedding theorem for the case where the dimension of the manifold is n = 3, we see that
since (2 — 0)/3 > 1/2, we have

H*(S?) c C(S?).
Thus for initial data (¢o, ¢1) € H2(S?) x H'(S?), we have ¢ € C°(S?), and hence ¢ € CO(R x S3). This shows
that |¢| < C on [—7/2,7/2] x S3, and in particular as T — 7/2, for some constant C. Then using the fact that
g?) = Qfl(;;, we see that in the global coordinates,

Pl SQS
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as a — +o0. In the static coordinates, the conformal factor is

. m 1
~ cosh(Ht) \/F,(r)’

where Fy(r) = 1 — H?r? tanh?(Ht), so that keeping r fixed, we have
Bl S QS e
as t — +o0.

First Coefficient

We now compute the first coefficient of the asymptotic expansion, using the conformal method as set out in [3].
Suppose that S3[¢] = [|0a0||%2 + [|¢]|%s is small initially. Then also S3[¢] := ||8, 6|32 + ||6]|%s is small initially,
and hence

VoI* = (8:9)* +

Ve gl
2<

has a continuous limit on .#*. This implies that 8@;@ and (sin ¢)~'|V*2¢| also have continuous limits on .#+.

It is now useful to compute the derivatives of the static coordinates defined by (2.5) with respect to the
coordinates on the Einstein cylinder:

o _ - LE(r) =12 cosh(Ht) o = rF(r)"'/? sinh(Ht)

ar o¢ (3.1)
or 1/2 s or 1 1/2 .
5 = F(r)*/“sinh(Ht) ac = = H " F(r)"/* cosh(Ht).

Recalling that ¢ = Q~'4, and that Q is a function of 7 but not of ¢, we see that 84(25 = GCQAS and 8,6 = 0, (QQZ;) =
Q0:¢ + (0;Q)¢. Then using (3.1), we can write

. ¢ - -
9= < 0 5 B+ 2= o qu) (rF(r)*l/ 2 Sinh(Ht) 9y + H F(r)!/? cosh(Ht)@TqS) (3.2)
and 5
R R ~ t
6T¢) + (87'9)9_1¢ = Q_187'¢ =0 ( 8t¢ + T¢)
(3.3)
—q! (H’lF(r)’l/Z cosh(H)d,é + rF (r)1/? smh(Ht)aTas).
We now wish to study the e~ ** component of q~57
31 ="',
Rewriting our two equations (3.2) and (3.3) in terms of @1, we obtain
O(e™ ") = rE(r)~Y2 sinh(Ht)e #4(0,p1 — Hpy) + H™ F(r)Y/? cosh(Ht)e 4,5,
and
(’)(e_Ht) — F(r)"?sinh(Ht)e Ht@, = H 1 F(r)~ Y2 cosh(Ht)e (8,5, — H@1)
+rF(r)Y? sinh(Ht)e H710,¢,.
Taking the limit ¢ — 400, these equations become
0~ Hroypy — H?ry + Fo, ¢,
—HF(ﬁl =~ 8t@1 — H(ﬁl +HT’F8T§51,
where ~ denotes equality at t = +o00. Solving these equations algebraically, we find that 0;¢1 ~ 0, and
H?r$y ~ F(r)0,¢1. (3.4)
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As noted above, (sin¢)~![V*2¢| = Q !(sin¢)"!|V*2¢| has a continuous limit on .#*. Using the fact that
sin ¢ = Hrsech(Ht)F,(r)~'/2, we see that

1 ~
‘rvssz ,Sr 672Ht

as t — +o00. This shows that, at ¢ = +00, the function ¢; is independent of the angular coordinates. This means
that (3.4) is an ordinary differential equation in r, and hence has solution

We thus conclude that there exists a constant ¢ such that
¢Z ~ CF(T)71/267H75 + 0(672Ht)

as t — +oo.

Second Coeflicient

We now go beyond the results of [3] by computing the second coefficient of the asymptotic expansion. To find
this next coefficient, we evaluate the second derivatives,

1. 2.2 —1 0%r 2,2
— =-H (1+ H*r*)F(r)”" sinh(2Ht) — =7r(H"r*+ F(r) cosh(2Ht))
or2 2 or?
ot 1 9 9 1. o*r
9z = §H (14+ H*r*)F(r)” " sinh(2H?) oz =~ (3.5)
ot 1 1. o*r 1
9o §H F(r)” " sinh(2Ht) 9roc rF(r)™" cosh(2Ht).
We can use these results to compute
s 0% ot ot Or 9?r or ~
27 2 2
Qoo = 8(28t¢+<8c>8¢+28(8(8t T¢+8C2 r¢+<8c>8¢
- 5H— (14 H%2)F(r)~ sinh(2H)d; ¢ + r2F(r) " sinh?® (Ht)82¢ + H ' rsinh(2H)0,0,¢ (3.6)
— 70,6 + H2F(r) cosh?(Ht)d% ¢,
and, using the result Q~(9,Q) = —F(r)"/? sinh(Ht),
Q026 = Q026 — 207 (0:2)0,¢ + 2072(0-9)*) — ¢
0%t Ot \" 9 ot or 9
—a2at¢+<a>a¢+2888”¢+ 0r 6+ ( >8¢
—20710,9) ( ot O + o T¢> +2072(0,Q)%¢ — ¢ (3.7)

= %H‘l(S — H*r*)F(r)~" sinh(ZHt)atqg + H2F(r)~ ! cosh®(Ht)0?¢ + H™'r sinh(2Ht)3,0,¢
—r(1 — 2H?r? — 2F (r) cosh(2H1))0,¢ + 12 F(r) sinh(Ht)8?¢ + (2F (r) sinh®(Ht) — 1),

and finally,
00,0:¢ = Q0,9:6 — 21 (0,Q)0:¢
0%t ot Ot 5~ ot or Ot or Pr _ -~ Oror _,-
= o acat¢’+ oot ((97'(%'+<9C8C>6t O+ 5 570n0 + 5257000
ot
-1
0.)(Ge0id + 5-0,0)

= (ﬂ sinh(2Ht) + %H*lF(T)*1 sinh(QHt)) D10 + <1"F(r)1 cosh(2Ht) + %H*lF(r) sinh(2Ht)) O

+ %HﬁlvﬂF(r)*1 sinh(2Ht)9% + %H*ITF(r)fl sinh(2Ht)92¢ + H™'r sinh(2Ht)8,0,¢.
(3.8)
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—2Ht

We now consider the e component of q~5,

B = e (G — gre ),
Rewriting (3.6), (3.7) and (3.8) in terms of @3, we obtain
Q@?QAS =21 (@1(0)[7_3/2{ (14 H?r?) cosh(Ht) — 2H?r? sinh(Ht)}
+ F~ Y2 sinh®(Ht)9?@o + H 2 F cosh®(Ht)02py + H ™ 'rsinh(2Ht)0,.0:p2
+ H'F~'sinh(Ht){(1 + H?r?) cosh(Ht) — 4H?r* sinh(Ht) }0,¢> — r(1 + 2sinh(2H1))0,¢»

— F~Y(1+ H?r?)sinh(2Ht) — 4H?r? sinhQ(Ht)}ng),

Q92p = e 2H? (@1(0)1?3/ 2{(1 + H?r?) sinh(Ht) — 2 cosh(Ht)}
+ H2F~ ! cosh®(Ht)02@o + r>F sinh?(Ht)0?py + H ™~ 'rsinh(2H1),.0,p2
+ %H‘lF‘l{(S — H*r?)sinh(2Ht) — 8 cosh® (Ht) } 0y 2
—r{1 —2H?r* — 2F cosh(2Ht) + 2sinh(2Ht) } %>

+ F~ Y2+ H*r*F + (3 — 2H*r* + H'r*) cosh(2Ht) — (3 — H*r?) sinh(th)}gaz) ,

95‘754-(2) = 2 (—2@1(0)HTF3/zth

1 1
+ 5H—lF—l sinh(2Ht)9?7 o + 5H—lrsinh(%hs)af@ + {F + (1+ H?r? cosh(2H¢)) } 0,0, 32

+ %rFfl{(?, — H?r?) cosh(2Ht) — 4sinh®(Ht) — F} 0,2
+ H'{(1+ H?r?)cosh(2Ht) + F(1 — sinh(2Ht)) }9, B2

+ HrF~'{F + 2sinh(2Ht) — (3 — H*r?) cosh(QHt)}gég) .

Taking the limit ¢ — 400 and multiplying each equation by 4H?F yields
0~ —H*20%@y — F202py — 2HTF0,0,p2 — 3H31%0,(9 + AH*rFO,$y + 2H>F(y (3.9a)
0~ 0@y + H*r?*F202py + 2HrF0,.0;p2 — H(1 + H*r?)0ypy — AH* 13 FO, Py — 2H* r? F$s (3.9b)
0~ Hro}@gs + HrF202py + (1 4+ H*r*)F0,01p0 — H?r(1 + H*r?)0;py — AH>r*FO,py — 2H?rF@s.  (3.9¢)
Assuming that 0;p2 & 0, all time derivatives in (3.9) vanish, and from any of the three equations we obtain
FO2py — AH?r0, @y — 2H?*Pg ~ 0.
This equation has solution
o 3a(0) + rE(0)
%02(74) ~ F(?") ’

where we have suppressed any potential angular dependence.

Third Coefficient

We can use the same method to compute the third coefficient, by evaluating the third derivatives Q@fé, Qaiach,
Q0. 8?(25 and Qa§¢. We omit the details as the calculation is very similar to those shown above, and merely state
that upon taking the limit ¢ — 400, we obtain the four equations

0~ H330} g3 — F302@s + 3H*r*FO20,¢3 + 3HrF20,02(¢3 + 3H*r(1 — 2H?*r?)0? p3

10
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—9H?*rF20%p3 + 3H(1 — 5H?*r?)F0,0,p3 — 9H?*(1 — 2H*r*)F 0,3 (3.10a)
— H?r(12 — 11H?r?)0,¢3 + 3H'r(3 — 2H?r*) @3,

0~ H*r20}@s — HrF302 @5 + Hr(2 + H*r?)F020,$3 + (1 + 2H?*r?)F20,0% ¢
+ H(1 —3H*r? + H*)92 35 — OH* 12 F20%p3 — 3H?r(1 + 3H?r?)F,0,33 (3.10b)
— H*(3+ 3H?*r* — 5H*r*)0,p3 — 9H?r(1 — 2H?*r*)F0,$3 + 3Hr?*(3 — 2H?r?)p3,

0~ Hropgs — H*r?F302 @5 + (1 + 2H*r*)F020,¢3 + Hr(2 + H*r?)F20,0% ¢

—9H 3 F202p3 — H(1 + TH?r* + AH*r*)F0,0,p3 — H*r(2 + H*r?)02 3 (3.10c)

— H3r(3 — 2H"r")0,p3 — 9OH (1 — 2H?r?)FO,$3 + 3H 3 (3 — 2H?r?) 33,

0~ 0}ps — Hr*F303p3 + 3HrFO0,¢s5 + 3H*r* F20,0° @3 — 9H r* F202 (¢
—3HO2p3 — 3H?r(1 4+ 3H?*r?)F0,0,p3 + H*(2 — 6 H?*r* + 3H*r*)0,p3 (3.10d)
— 9H"r*(1 — 2H?*r*)FO,$3 + 3H 1" (3 — 2H?r?) &3

As before, assuming that 9,3 = 0, all time derivatives vanish and from any of the four equations above, we
obtain
F303p3 + 9H*r0? g3 + 9H? (1 — 2H*r*)FO,$3 — 3H*r(3 — 2H?*r*) @3 =~ 0

This equation has solution

~ TN/ 7,2 =1

From the pattern observed up to the third order, we conjecture that

~ ré! 25" o4 gl ~£1"*1)
Pu(r) ~ 2O F 120 2((212 tr e O (3.11)

3.2 Asymptotic Decomposition via Direct Substitution

In this section we attempt to compute the coefficients of the asymptotic expansion of (/; via direct consideration
of the conformal wave equation on dS4 in various coordinate systems.

Global Coordinates
We begin by considering the conformal wave equation in the global coordinates (a,w(®). In these coordinates,
the metric is given by

1
g =du« 2 ﬁ CObhz(HO()

This has determinant det § = —(cosh®(Ha)/H®) det 53, so that the box operator corresponding to this metric is

= #aﬂ( [det g|g“”a,,)

/| det g|
1
= Oy (H3 cosh3 Ha)y/det 530, )

O (\/detsgg“”/(')w/)

5 cosh®(Ha)+/det s5 \/det 53
= 02 + 3tanh(Ha)d, — ng
“ “ cosh’(Ha)

Thus the wave equation in these coordinates is

0="0¢+2H%p = 9%¢ + 3tanh(Ha)dad — V6 + 2H%.

oshz( a)
Assuming that ¢ has an asymptotic expansion of the form

o0
b ~ E en( w(?’ —nHa a5 o — o0,
n=1

11



3 RESULTS

we obtain

~ ~ ~ i H2 9

O + 2H?p = e_"H“[nQHQ—i—?mHtanh Hao)+2H)) ¢, — ——Y ¢, |,

’ ’ ,;1 ( (He) ) cosh?(Ha) v
which indicates that every coefficient ¢, must satisfy the equation
2772 2 H? 2
(n*H? + 3nH tanh(Ha) + 2H?)¢;, — ———Y ¢, = 0.
cosh”(Ha)

We note that the timelike coordinate « appears along with derivatives with respect to the spatial coordinates
in this equation, which means that we cannot simply take o — +00 in this case. To avoid having to deal with
this additional difficulty, we will instead consider the equation in the static coordinates, where the equation is
in fact separable in the timelike and spatial coordinates.

Static Coordinates

We now perform the same calculation using the static coordinates (t, r,w(Q)). In these coordinates, the metric
takes the form
G = F(r)dt*> — F(r)"tdr? — r’s,,

with F(r) = 1 — H?r?. This is defined only in region I of the Penrose diagram, where 7 € (0,1/H). Clearly
det § = r? det 59, so that in these coordinates,

~ _ 1
O=F(r)to? - r—28T (r*F(r)o,) —
If we assume that 45 has an asymptotic expansion of the form
~ oo
b~ Z en(r,w@)e ™t as t — 400,
n=1

then we obtain

. ~ > 1 1
0=0¢+2H?p ~ Z e nH! {(n2F(7’)_1 +2)H?c,, — —Or (r*F(r)dycn) — —2V§2cn ast — 4oo. (3.12)
r r

n=1

We note that in this case, the wave equation is separable in ¢ and the other coordinates, so we can take t — 400
and simply get a PDE for ¢, on .# . This is in contrast to the case above using global coordinates, where
there is coupling between the timelike coordinate o and the angular coordinates inside the equation. In fact,
this decoupling is a direct consequence of the staticity of the metric.! The PDE obtained from (3.12) may be
written explicitly as

,n2

1 2 2 2
;8,«(7“ (1-H*r )8Tcn) —r<2—|— T2

1
)HQCn + ;Vﬁzcn =0.

We seek a separable solution, writing ¢, = F~"/ 2Rn(r)@n(w@)). Separating variables, we obtain

r? [ d*R, dR,2 2 2 2 2
R F 2 —i-?;(l—l-(n—Z)Hr)—&—RnH (83n—(n +2))} =A==

1
On

V2,0,.
For the angular component, we have
V2,0n + 26, =0.

The solutions to these are the spherical harmonics Y} ,, where [ € No,m € Z, -l <m <l and A =1[(l +1). For
the radial component, we substitute z := Hr and obtain an ODE for R, (r)

d?R, dR,(2 1-n 1-n A iBn-2-n2-X) 3(n*+2-3n+))
. ol R\ —5+72 2 =0. (313
2 (z+z—1+z+1)+ ( =t z+1 * z—1 (3:13)

IThis is documented in Appendix 4.

12



3 RESULTS

We want to solve (3.13) in the region z € (0,1). z = 0 is a regular singular point, so we seek a Frobenius series
solution. The indicial equation near z = 0 is given by 0% + o + (I + 1) = 0 so the exponents for the singular
point z = 0 are [, —(I + 1). These differ by an integer, so in general, the solutions are given by

oo oo

l § k E k—1-1

Rl,n,m,l =z apz, R2,n,m,l = Rl,n,m,l IOgZ + bkz .
k=0 k=0

From some energy estimates, we note that R,, must be smooth near z = 0 and z = 1. Hence, we only consider
the first solution. Substituting this into the ODE, we obtain the recurrence relations

(k—(n—01))(k—(n—1+1))
k(1+k+1)

a; =0, ap = Ap—2. (3.14)

The solution must be smooth near z = 0, so we necessarily have n > [, so that the series terminates and
hence we get a polynomial solution, given by the product of z! and an even polynomial. If n — [ is even, then
Ri n,m, is a polynomial of degree n —1 —2+1=n —2. If n — [ is odd, then Ry, is a polynomial of degree
n—Il+1—-2+1=n—1. We always get the second case for any n, obtained by | = 0 with n odd and | = 1 with
n even. The general solution is given by

n l

oo [ee]
d~ > D anmiBinmYimF(r) e =3 " Py (r)F(r) 2 ast — oo, (3.15)
n=1 l n=1

=0 m=—

where P, is a polynomial in Hr of degree n — 1 with coefficients being linear combinations of the spherical
harmonics multiplied by the radial polynomial solutions of each with coefficients being related by (3.14).

3.3 Asymptotic Decomposition via Quasinormal Modes

For a linear scalar field ¢, quasinormal modes (QNMs) capture the behaviour at late times in the sense that
G(t,x) ~ Y e ileuy(x), t— 400 (3.16)

where u;(z) are the mode solutions and ¢; are constants depending on initial conditions of ¢. For our purposes,
we use the definition from [4], which defines a quasinormal mode as w € C such that there is a purely outgoing

solution ' ,
e hu(z), u(r — 1/H) ~ e’
to the wave equation (O + 2H?)(e~*!y) = 0, where r, is the tortoise coordinate dr, = dr/F.

The following method involves comparing a series solution of the wave equation to the QNM expansion (3.16).
In doing so we obtain an exact asymptotic expansion for the scalar field ¢, where we can simply read off the
QNMs and the corresponding mode solutions.

We begin with the static metric on dSy
g=F(r)dt* — F(r)"tdr? — r’s,,
where F(r) = 1 — H?r? as above. We make the substitution t, = t + (log F')/2H, giving the metric
g= Fdt.? + 2Hr dtdr — dr? — r2s,.

Setting = rw®, 7 = e Ht and X = Hat we get the new metric

B dr? —dx?
T THY
Using the well-known formula
1
0= ———0, (V[ detglg™, ),

V| det g|

the wave equation (O + 2H?)¢ = 0 in the (7, X) coordinates becomes

((197)? = 3(78,) — T*Ax )¢ + 2¢ = 0, (3.17)

13



3 RESULTS

where Ay = > 0%, is the spatial Laplace operator. Without the 72A x term, equation (3.17) becomes
(10;)? = 3(70;)¢ + 2¢ = 0,

which has characteristic equation p(A\) = A2 — 3\ + 2, with roots A+ = 2, 1. It is shown in [7] that the solution
of this equation can be written as

= ™us(r, X). (3.18)
+
where the ug (7, X) are smooth functions in [0, 1] x R%. We now Taylor expand u (7, X ), assuming even powers
of 7 as -
X) =Y (x
j=0
where we note that this assumption is allowed as AL = 2, 1. Substituting into (3.17) gives the expression
ZZ [(Ax +24)* = 3(Ax + 2) + 2] 20y D (x ZZTHH(]—H)A WP (X) =
+ j=0 + j=0
which in turn gives the following recurrence relation for v?) with j > 1:

p(At + 2]) Axu(j D =o.

Solving this recurrence relation gives u(i] ) as

J
. 1
=l =1 pOhs +2k)°
k=1

For our values of AL = 2,1 we easily find qg) to be

NUN. NON—]
too2G+nY T 2+

This gives a full expansion for ¢ depending on the asymptotic data (uf), (_0)).

As t, — 400, if z is bounded then 7, X — 0 so we can Taylor expand ujg (X). We have

. % (J)() .
WP (X) = Z X
|l =0 '
o 0
_ 3 %a “)qu( ') va
|l =0
= Z CEg’a)Xa7
|a]=0

where we use multi index notation a = (a1, a2, a3) and c(ij’a) = éq@@%A&uf) (0).

Thus the Taylor expanded ¢ is

DRORDIL

j=0 |a|=0
In the (¢4, ) coordinates this is
oo o ) .
(b(t*a 33) — Zef)\th* Z Z e7(2j+o¢)Ht*c(i]7a) (H.Z‘)a.
+ =0 |a|=0

14



3 RESULTS

Letting 2j + |af = n we have that }37%( 355 o = 277 4 22 4 4|, Which gives

¢(t*,w):Zie’H(’\i+”)t* S H)e (3.19)

+ n=0 2]+‘a|=n

This is a full expansion for ¢ in depending on the data (uf)(O), e (0)).

We now turn to the QNM expansion. In (., ) coordinates this is given by

O(te, ) ~ chefi“’ft*uj, (3.20)
where w; are the QNMs, u; = u;(x) are the mode solutions and c; are coefficients depending on initial conditions.
Comparing (3.19) and (3.20) we can read of the QNMs as the w such that

e Wt — o HOwA -y — 01,2,
Hence the QNMs are
w=—iH(1+n),w=—iH(2+n)forn=0,1,2,...

which we see are purely imaginary. Given a choice of + and n we can also easily read off the mode solution
u = u(z) so that e~ A+t solves equation (3.17).

We now move to static coordinates (¢, x), where we have
e—(Ai-&-n)Ht* _ e—(Ai+n)H(t+ﬁ log F'(r))

— F(T)_()\i+n)/2€_()\i+n)Ht.

So our mode solutions in static coordinates are F(r)*++7)/2y(z) for n = 0,1,2,..., where u(x) is a mode
solution in (¢, z) coordinates. Our expansion of the scalar field in static coordinates is then

¢(t,1’) -~ Z Z ef(AijLn)Ht Z CEi’a)F(T)()\iJrn)/Q(HI)a,

+ n=0 2j+|al=n

where 7 = |z|. Moreover, since A1 = 2,1 we can combine >, > into a single sum over a new index n via the
calculation

o0

o(t,x) ~ Ze—(1+n)Ht Z 9 p(r)=W+n)/2(fzye

n=0 2j+|al=n

+ Z ef(2+n)Ht Z C$7Q)F(T)7(2+n)/2(H$)a
n=0

2j+|al=n

— o Ht Z C(_j,oc)F(r)fl/Z(Hx)a + Z ef(lJrn)Ht Z Cg’a)F(T)7(1+n)/2(H$)a
n=1

2j+|a|=0 2j+|a|=n

+ Z ef(lJrn)Ht Z Cg,a)F(r)f(lJrn)/Z(Hx)a
n=1 2j+|al=n—1

o0
= FEr) 2 00) + Y et N U Ry T2 (H)e
n=2

2j+|a|=n—1
00
+ 3 et N P Ry ()
n=2 2j+|a|=n—2

_ ethF(r)flmu(_O)(O) + Zeant Z C(_J)Oé) + Z ng)a) F(T’)fn/z(Hx)a.

n=2 2j+|al=n-1 2j+|al=n—2
Considering the expression

)RR S

2j+|a|=n—1 2j+|a|=n—2
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4 CONCLUSION

which appears as a sub-expression in the above result (omitting constants), we see that when j = 0 we sum
over |a| = n —1,n — 2 and so obtain powers of r"~! and 7"~2. Summing over j = 1 gives powers of r"~3
and "~ and so on until j = (n —1)/2 (n odd) and j = (n — 2)/2 (n even) gives |a| = 0 and so a constant.
Hence the coefficient of the term e~™*F()~"/2 is a polynomial in r of degree n — 1 which we will denote as

Po(r) = cno + cpar + -+ - Cun—17"" 1, where the ¢;; are constants in r depending on (uf)(())7 u(_o)(O)).

We thus obtain the asymptotic expansion

(o)
¢~ Z MR 2P, (r) as t — +oo.
n=1

4 Conclusion

This report has focused on the asymptotic decomposition of a scalar field in de Sitter space from several different
angles. Firstly, the conformal method of [3] was used to derive energy estimates on de Sitter space, which were
then used to derive asymptotic decay estimates for the scalar field. In Section 3 the method was used to derive
the coefficients in the asymptotic expansion of the field up to O(e3#%). Based on the pattern observed in
these coefficients, a conjecture was made for the general n-th coefficient in the asymptotic expansion. The same
computation was also performed by solving for the coefficients directly from the conformal wave equation, and
the results were found to agree with those obtained using the conformal method.

The same problem of obtaining an asymptotic decomposition of a scalar field on de Sitter space was also studied
using the quasinormal mode approach of [4]. We observed that the coefficients obtained using the conformal
method were in agreement with the mode expansion obtained using quasinormal modes, which provided an
important validation of our results for the case of the linear wave equation.

We conclude this report by noting that the asymptotic decomposition obtained for the scalar field via the
conformal method does not only hold in the linear case, but actually also applies in the case of a charged scalar
field in the nonlinear Maxwell-scalar field system. This demonstrates an advantage of developed here using the
conformal method, when compared to existing methods involving quasinormal modes.
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A WAVE EQUATION FOR GENERAL STATIC METRIC

Appendix A Wave Equation for GGeneral Static Metric

We show here that the decoupling of the time derivatives and spatial derivatives in the PDE is a direct con-
sequence of the staticity of the metric. A metric is said to be static if it has a timelike Killing vector which is
orthogonal to a family of hypersurfaces. Such a metric may be written in the form

ds® = goo(w) dt* + hij(x) dz'da’,

where 0; is a timelike Killing vector which is orthogonal to the family of hypersurfaces described by ¢ = constant.

For such a metric, we have

1
O= ——90 det glg"*d,
1 1
= ——F———9 Vdet hgye 8y ) + —————5, Vdet hh*9
Goov/det h t(\/ﬁ 900 t) —Jdoth k(\/goo z)
_ 1 _
= goolat2 + *9001 (akgoo)hklal + Ap

2
_ 1
= 900 07 + §(ak log goo)h*'0;, + Ay,

so that the conformal wave equation is
1 —142 1 kl 1
0="0¢+ 6R¢ = 900 9; ¢ + 5(516 log goo)h""O1p + Ape + 6R¢~
Assuming that
(b = Z CkeikHtv
k=1
we obtain the equation

1 1
Aper + §(am loggoo)hml@lck + <k2goolH2 + 6R> ci = 0.

We thus see that in the case of a general static metric, the dependence on the time coordinate decouples from
the dependence on the spatial coordinates.
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